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Foreword from the General Chair

As president of the European Association for Machine Translation (EAMT) and General Chair
of the 24th Annual Conference of the EAMT, it is with great pleasure that I write these opening
words to the Proceedings of EAMT 2023.

According to tradition, my first note of deep appreciation and gratitude goes to Heidi De-
praetare and Khalil Simaan, Executive Board Members, who have moved to new adventures in

their lives, after long, outstanding, and dedicated service to the EAMT community.

We have several milestones to celebrate this year, built upon the hard work of our Execu-
tive Committee and our community: upgraded grants for low income and war zones and for
Translation Studies, a record submission rate for research projects (9 projects), a record for
submissions for the best thesis candidates, and one of the highest number of papers ever sub-

mitted to our conference! I could not be prouder of the contagious energy from our community.

The EAMT Executive Committee (EC) has been very busy. Luc Meertens (treasurer) and
Carolina Scarton (secretary) have been tirelessly supporting all initiatives. André Martins and
Celia Rico, our co-chairs for low income areas, war zones and Translation Studies grants, se-
lected 10 grantees. Barry Haddow and Carolina Scarton, our co-chairs for the Research Projects,
selected 4 projects with a diverse set of topics. To all our co-chairs, my gratitude! The selection
work is never an easy task and this year was particularly hard. The same applied to the best
thesis award — co-chairs Carolina Scarton and Helena Moniz had a very difficult time selecting

a single candidate, since the submissions were of very high quality.

EAMT, as full sponsor of the MT Marathon, would also like to highlight the outstanding
work that the MT Marathon organisers conducted, enriching the vitality of our community
with their projects and keynotes. A special thank you to Jindra Helcl, Ondiej Bojar, and Barry

Haddow for all the efforts on yet another successful MT Marathon event.

EAMT, in an effort to reach out to our community in Africa, also sponsored three student
grants to attend the AfricaNLP workshop at ICLR’23. Thank you, André Martins, for bridging

our association with this initiative.



Now to Tampere, Finland! EAMT 2023 will have a three-day, four-track programme put
together by our chairs: Eva Vanmassenhove and Tharindu Ranasinghe (research: technical
track co-chairs); Nora Aranberri and Sergi Alvarez Vidal (research: translators & users track
co-chairs); Carla Parra Escartin and Mara Nunziatini (implementations & case studies track co-
chairs); and Mikel Forcada and Helena Moniz (products & projects track chairs). And backing
up all the scientific components of our conference and filters of quality for the final selection:

our reviewers. Thank you for your work and for the alignment with all the chairs!

This year EAMT 2023 will also have an extra day for workshops and tutorials, organised by our
co-chairs Judith Brenner and Maja Popovic. Once more, the submissions for workshops and

tutorials largely exceeded our expectations for this inaugural year!

The programme will continue the tradition of including two keynote speakers, Lynne Bowker
(Full Professor at the University of Ottawa, Canada) and Marco Turchi (Head of MT at Zoom
Video Communications). Our keynote speakers will demonstrate their extensive and impactful
work in Translation Studies, technologies and machine translation, speech translation, and auto-

matic post-editing. We bring you a fresh overview of the field, integrating a wide range of topics.

EAMT 2023 will also include a panel on The Impact of Large Language Models (LLMs) on
MT: A European View, with several guests: Andreas Eisele (Responsible for MT at the Euro-
pean Union), André Martins (Unbabel/University of Lisbon), Christian Federmann (Microsoft),
Helena Moniz (EAMT /University of Lisbon), Kenneth Church (Northeastern University), and
Mikel Forcada (EAMT /Universitat d’Alacant). This panel is a moment to have a European

view on a subject dominated by non-European initiatives.

EAMT 2023 would never be possible without the bright, enthusiastic, and hard working lo-
cal organising team! What a dream team! Whenever EAMT had a request for a possible new
addition, the answer was usually “Why not?” I’'m so grateful for being able to work with you!
Starting with our chair, Mary Nurminen (Tampere University), Judith Brenner (University of
Eastern Finland), Maarit Koponen (University of Eastern Finland), Sirkku Latomaa (Tampere
University), Mikhail Mikhailov (Tampere University), and Frederike Schierl, (Tampere Uni-
versity). Thank you, Tampere University and the University of Eastern Finland, for all your

support! Tampere University has been such an amazing and flexible host!

EAMT has been supported by generous sponsors in its initiatives along the years. This year
is no exception. Our gratitude to our Silver sponsors: Pangeanic, Unbabel and ZOO Digital.
To our Bronze sponsors: CrossLang, ModelFront, STAR, TransPerfect, and Welocalize. Also
to Apertium, our long standing collaborator sponsor; Springer, our Supporter sponsor for the
Best Paper award; and our Media sponsors, MultiLingual and Slator. Your support is vital in

our efforts to give back to our community through grants and other initiatives.
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A note still to all our EAMT members and our participants! Without you no effort would
make sense! Let us take this opportunity to create scientific collaboration and give construc-
tive feedback. To fully enjoy the conference, please check our Code of Conduct at https:

//events.tuni.fi/eamt23/ethics/. I'm looking forward to seeing you all!

It is EAMT’s greatest wish to continue giving back to our community and to drive and be
driven by our community’s energy and enthusiasm. Reach out to us if you have new ideas or
suggestions you would like to implement. We will try hard to accomplish it with you. Learn

more about us at https://eamt.org/.

Helena Moniz

President of the EAMT

General Chair of EAMT 2023

University of Lisbon / INESC-ID, Portugal

vil


https://events.tuni.fi/eamt23/ethics/
https://events.tuni.fi/eamt23/ethics/
https://eamt.org/

viii



Message from the Organising

Committee Chair

Tervetuloa Tampereelle!

The local organising committee welcomes you all to EAMT 2023! Thank you for choosing to
join us, either in person or remotely, for 3 days of talks, posters, chats with colleagues, and
evening activities. Plus an extra day for many of you to focus on a particular issue in a work-
shop or tutorial. Attendance at EAMT conferences continues to grow, and the highest number

ever will participate in the Tampere conference.

After 2 conferences in the southern parts of Europe — Alacant in 2018 and (virtually) Lis-
bon in 2020 — EAMT moved northward to Ghent in 2022 and then farther up to Finland in
2023. Perhaps Tampere, which is on the same latitude as the southern parts of Greenland, will

be the farthest north the conference will ever be held. We hope you enjoy our light nights!

A few new things will be introduced in this year’s conference. For the first time, we will have
an extra workshop and tutorial day adjacent to the main conference. As first-timers, we
were unsure about the number and types of proposals we would receive. We were delighted to
receive a large number of proposals of very high quality, and it was difficult to make selection de-

cisions. We hope that everyone will have a good experience with this addition to the conference!

A second change this year are the conference tracks, which have been reconfigured to show an
updated view of happenings in the MT world. Whereas we previously had 1 track for research,
we now have 2: one that focuses on technical research and another that focuses on academic
research on translators and other types of MT users, a field that has been steadily growing. The
track on implementations and case studies highlights cases of actual MT use (’in the wild’). The

fourth track puts focus on various ongoing products and projects in the MT sphere.
The final change is that we are trying out a hybrid light conference attendance option to

include those who cannot make it to Tampere themselves. We look forward to your feedback

on all of these innovations.
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A conference like this does not just happen — it is the result of great efforts by a number of
people, and we’d like to thank them. First is the EAMT organisation, and especially President
Helena Moniz and Secretary Carol Scarton, who went to great lengths to support our efforts.
It would not have been possible without you. Next we’d like to thank our program chairs, who
managed the vital work of selecting the best proposals and papers for the conference: Sergi Al-
varez Vidal, Nora Aranberri, Judith Brenner, Mikel Forcada, Helena Moniz, Mara Nunziatini,

Carla Parra Escartin, Maja Popovic, Tharindu Ranasinghe and Eva Vanmassenhove.

We’d also like to thank our Silver sponsors, Pangeanic, Unbabel and ZOO Digital; Bronze
sponsors CrossLang, ModelFront, STAR Group, TransPerfect and Welocalize; Collaborator
sponsor Apertium; Supporter sponsor Springer, and Media sponsors MultiLingual and Slator.

Your support of our conference and activities is greatly appreciated!

Thanks also go out to the Tampere University Congress Office, which made so, so much of

our work easier.

Personally, I'd like to thank my colleagues on the local planning committee: Judith Bren-
ner, Maarit Koponen, Sirkku Latomaa, Mikhail Mikhailov and Frederike Schierl. We have been
a small but very effective, 6-person powerhouse of activity. Thank you for your enthusiasm,
willingness to jump into new things, and professionalism. It has been a pleasure to serve with

you.

We look forward to meeting you all and to your active participation in the conference! Let’s
continue to make EAMT a unique space for a diverse group of researchers, developers, practi-

tioners, leaders, vendors, users, and translators to share experiences and ideas.

Mary Nurminen
Tampere University and the University of Eastern Finland

On behalf of the local organising committee



Preface by the Programme Chairs

On behalf of the programme chairs, a warm welcome to the 24th annual conference of the
European Association for Machine Translation in Tampere, Finland. Following the approach
which has proven so successful in the previous editions of EAMT, the conference programme
consists of papers and posters divided into four tracks. However, the year 2023 sees a change in
the structuring of the conference tracks. This year, we are introducing two tracks for research
papers: one for more technical papers on MT development and another for research focusing
on various types of users of MT. In addition to the two research tracks, two other tracks show-
case use cases and implementations as well as projects and products. For the first time, the
programme also includes workshops and tutorials. And the programme would not be complete

without the two keynote speeches by Lynne Bowker and Marco Turchi.

This year at EAMT, there is a notable change since the traditional research track has been
transformed into two distinct research tracks: the Technical Track and the Translators and
Users Track. The Technical Research track invited and received technical submissions on
all aspects of machine translation and related areas, serving as a hub for cutting-edge research
and technological advancements, covering topics such as neural machine translation, language
models, quality estimation, and more. It garnered significant attention and proved to be the
most popular track at EAMT 2023, receiving a total of 51 submissions from 24 countries. Among
these, 22 papers were accepted, resulting in an acceptance rate of 43%. Seven of the accepted

papers will be presented orally, while the remaining 15 will be presented as posters.

A considerable number of the accepted papers are centered around Neural Machine Translation
(NMT) and its diverse facets. Noteworthy topics include, among others, real-word translation
(Martins et al., 2023), knowledge distillation (Gumma et al., 2023), and multilingual NMT
(Chichirau et al., 2023). Several papers delve into machine translation quality estimation (QE),
with a specific focus on domain adaptation of QE (Sharami et al., 2023), evaluating large lan-
guage models for QE (Kocmi and Federmann, 2023), and emotion translation QE (Qian et
al., 2023). It was evident that leveraging large language models such as GPT and BLOOM in
machine translation and related fields is a prevailing trend. Given the popularity of tools like
ChatGPT, we anticipate this trend to persist in future conferences as well. Additionally, the
EAMT 2023 technical research track features several papers dedicated to low-resource languages
(Sannigrahi et al., 2023; Galiano-Jiménez et al., 2023).
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Last but not least, we would like to sincerely thank all the reviewers who provided feedback
and insightful comments for the submissions received. We hope you enjoy reading this year’s

contributions to the Technical Research Track.

This edition has witnessed the reshaping and renaming of the MT tracks involving users. For
the first time, a research track has been assigned to showcase studies carried out from a user
perspective (translators, language experts and citizens who avail of the technology without
pertaining to the language industry) and properly acknowledge the value and quality of the
research in this field of study. As such, it has been the focus of the Translators and Users
Research track to gather the widest range of topics in order to highlight the breadth of the

area, current efforts and concerns regarding the quality and use of the technology.

We would like to thank the response of the community, which has contributed with an extensive
selection of research themes. Work spanning MT literacy, concrete use cases and guidelines for
their evaluation, assessments of MT output that go beyond sentence-level precision and fluency,
translation styles and editing effort were submitted to the track. We believe that their outcomes
serve as feedback for MT development but also help to establish targets for researchers in this

particular subfield.

Overall, 18 papers were submitted to the track, out of which 16 were accepted (an 89% ac-
ceptance rate). 4 papers will be presented orally while the remaining will be exhibited in a

dedicated poster session.

The EAMT conference has always sought to be an inclusive venue where researchers, users
and MT practitioners could meet, discuss and share knowledge and expertise around machine
translation from all possible points of view. With the aim of encouraging more practitioners to
share their day-to-day experiences and learn from real use cases of MT, this year a new track was
created: the Implementations & Case Studies track. This track aims to allow those using
MT in their organisations to share their experiences from different angles. The 8 papers that
will be presented at the conference showcase the wide variety of topics that this may cover, from
building domain-specific MT engines to using MT for epidemiological social media surveillance,
among others. They all cover different domains, from e-commerce to patents, demonstrating
how MT, now more than ever, is a ubiquitous technology used by very different organisations
and for ever-expanding purposes. And while this happens, it still poses challenges along the

way that need to be tackled in real-world settings to ensure MT implementations are successful.

De-la-Torre-Vilarino et al. (2023) focus on how to build a domain specific, high-quality MT
workflow in the e-commerce luxury space, while Zeynep et al. (2023) experiment with how
MT systems can be fine-tuned towards the specific stylistic features of literary translators for

the translation of literature. Within the customer support domain, Cabeca et al. (2023) focus
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on building test suites to monitor MT and QE systems, paying particular attention to those
errors that are critical to customers. Paulo et al. (2023) propose ways to identify context-
dependent translation units that require gender agreement, and explain how to minimise such
context-dependency through manipulating the translation units to make them gender-neutral
and hence minimise gender bias in their MT training data. Also in the area of data prepara-
tion for MT, Wirth et al (2023) describe the process used at the European Patent Office for
generating MT data to train their patent-specific MT models, and the challenges that this task
poses. Chatzitheodorou et al. (2023) tackle the challenge of reconciling the competing needs
of data privacy and data quality through post-editing anonymised texts. Another common
challenge in MT is how to successfully incorporate terminology and tackle the tradeoffs that
this may imply. Knowles et al. (2023) address this challenge in their paper. Finally, the last
paper in this track explores how MT can be used for document classification purposes: Popovié

et al. (2023) showcase how MT can be used for scaling epidemiological social media surveillance.

The Products and Projects track has been upgraded with clearer criteria for submission,
based on the extensive experience gathered after years of running this track. This year we
received 20 submissions and 16 papers were accepted. The selection will provide a plethora of
products and projects being developed by our community with a rich set of topics. It will surely
be a very lively session with the usual poster boasters (one of our EAMT conferences’ favourite

moments) and poster sessions.

For the first time, this year’s EAMT conference includes a Workshop and Tutorial Day. We
invited proposals for in-depth sessions on any aspect of machine translation and related fields,
and a total of 7 workshop proposals and 4 tutorial proposals were received. Almost all of the sub-
missions were for a full-day event, demonstrating the organisers’ eagerness to take the audience
on a deep dive into their respective areas of expertise. After a careful review process, taking
into account all aspects of the submissions, 4 workshops and 1 tutorial were accepted. The
workshop topics range from gender-inclusive translation technology, open-source MT tools and
automated translation of sign and spoken languages to language generation, while the tutorial

explores the evolving role of the post-editor with speakers from both academia and the industry.
Our special thanks go to our track advisor, Jay Marciano, whose extensive experience in or-
ganising and hosting MT-related conferences and events was a great source of inspiration and

guidance in the implementation of the first Workshop and Tutorial Day at an EAMT conference.

We also wish to thank Karen Patteri de Souza from the University of Eastern Finland for

invaluable help in putting together this proceedings volume.

xiii



Nora Aranberri
University of the Basque Country (UPV/EHU)

Judith Brenner

University of Eastern Finland

Maarit Koponen

University of Eastern Finland

Helena Moniz
University of Lisbon, INESC-ID

Mara Nunziatini

Welocalize

Eva Vanmassenhov

Tilburg University

Xiv

Carla Parra Escartin

RWS Language Weaver

Mikel Forcada

Universitat d’Alacant

Maja Popovic
Dublin City University

Tharindu Ranasinghe
University of Wolverhampton

Sergi Alvarez Vidal
Universitat Oberta de Catalunya



EAMT 2023 Organising Committees

General Chair

Helena Moniz, EAMT President, University of Lisbon, INESC-ID

Programme Chairs

Research: technical track

Tharindu Ranasinghe, University of Wolverhampton
Eva Vanmassenhove, Tilburg University

Research: translators & users track

Sergi Alvarez Vidal, Universitat Oberta de Catalunya
Nora Aranberri, University of the Basque Country (UPV/EHU)

Implementations & case studies track

Mara Nunziatini, Welocalize
Carla Parra Escartin, RWS Language Weaver

Products & projects track

Mikel Forcada, Universitat d’Alacant
Helena Moniz, University of Lisbon, INESC-ID

Workshops & tutorials

Judith Brenner, University of Eastern Finland
Maja Popovic, DCU

Organising committee

Mary Nurminen, Tampere University (chair)
Judith Brenner, University of Eastern Finland
Maarit Koponen, University of Eastern Finland
Sirkku Latomaa, Tampere University

Mikhail Mikhailov, Tampere University
Frederike Schierl, Tampere University

XV



Programme Committee

Research: technical track

Fernando Alva-Manchego, Cardiff University

Mihael Arcan, Insight Centre for Data Analytics, National University of Ireland Galway
Duygu Ataman, New York University

Eleftherios Avramidis, German Research Center for Artificial Intelligence (DFKI)
Parnia Bahar, AppTek

Loic Barrault, Meta Al

Anabela Barreiro, INESC-1D

Rachel Bawden, Inria

Luisa Bentivogli, FBK

Magdalena Biesialska, Universitat Politecnica de Catalunya
Frederic Blain, Tilburg University

Michael Carl, Kent State University

Francisco Casacuberta, Universitat Politecnica de Valencia
Sheila Castilho, Dublin City University

Mauro Cettolo, FBK - Fondazione Bruno Kessler
Colin Cherry, Google

Vishal Chowdhary, Microsoft

Chenhui Chu, Kyoto University

Raj Dabre, II'T Bombay

Aswarth Abhilash Dara, Amazon Alexa Al

Mirella De Sisto, Tilburg University

Mattia Antonino Di Gangi, AppTek

Miguel Domingo, Universitat Politecnica de Valéncia
Christian Dugast, tech2biz

Hiroshi Echizenya, Hokkai-Gakuen University
Cristina Espana-Bonet, UdS and DFKI

Miquel Espla-Gomis, Universitat d’Alacant

Marcello Federico, AWS Al Labs

Christian Federmann, Microsoft

Mark Fishel, University of Tartu

Markus Freitag, Google Al

Marco Gaido, Fondazione Bruno Kessler

Mercedes Garcia-Martinez, Uniphore

Ulrich Germann, The University of Edinburgh

Jestus Gonzalez Rubio, Weblnterpret

Isao Goto, NHK

Francisco Javier Guzman, Facebook

Barry Haddow, The University of Edinburgh
Rejwanul Haque, National College of Ireland

Chris Hokamp, Aylien

Matthias Huck, SAP SE

Diptesh Kanojia, ITT Bombay

Rebecca Knowles, National Research Council Canada
Philipp Koehn, Johns Hopkins University

Shankar Kumar, Google

Maria Kunilovskaya, University of Saarland

xXvi



Ekaterina Lapshinova-Koltunski, University of Hildesheim
Samuel Laubli, Zurich University of Applied Sciences
Gregor Leusch, eBay

Andreas Maletti, Universitat Leipzig

Arul Menezes, Microsoft

Antonio Valerio Miceli Barone, Univeristy of Edinburgh
Helena Moniz, INESC

Mathias Miiller, University of Zurich

Kenton Murray, Johns Hopkins University

Maria Nadejde, Amazon

Masaaki Nagata, NTT

Toshiaki Nakazawa, The University of Tokyo

Jan Niehues, Maastricht University

André Niyongabo, Princeton University

Constantin Orasan, University of Surrey

Daniel Ortiz-Martinez, Universitat de Barcelona

Pavel Pecina, Charles University

Stephan Peitz, Apple

Sergio Penkale, Unbabel

Alberto Poncelas, Rakuten Institute of Technology
Andrei Popescu-Belis, HEIG-VD / HES-SO

Maja Popovic, ADAPT Centre @ DCU

Preethi Raghavan, Fidelity

Ayla Rigouts Terryn, KU Leuven Kulak, Centre for Computational Linguistics
Miguel Rios, University of Vienna

Annette Rios Gonzales, University of Zurich

Rudolf Rosa, Charles University

Fatiha Sadat, UQAM

Victor M. Sanchez-Cartagena, Universitat d’Alacant
Felipe Sanchez-Martinez, Universitat d’Alacant

German Sanchis-Trilles, Sciling S.L.

Danielle Saunders, RWS Language Weaver

Beatrice Savoldi, Fondazione Bruno Kessler

Yves Scherrer, University of Helsinki

Helmut Schmid, Ludwig Maximilian University of Munich
Rico Sennrich, University of Zurich

Dimitar Shterionov, Tilburg University

Michel Simard, National Research Council Canada (NRC)
Patrick Simianer, Lilt, Inc.

Felix Stahlberg, Google Research

Katsuhito Sudoh, Nara Institute of Science and Technology
Ales Tamchyna, Phrase a.s.

Joél Tang, Imperial College London

Arda Tezcan, Ghent University

Jorg Tiedemann, University of Helsinki

Antonio Toral, University of Groningen

Masao Utiyama, NICT

Vincent Vandeghinste, Instituut voor de Nederlandse Taal, Leiden // Centre for Computational
Linguistics, KU Leuven

xvii



Dusan Varis, Institute of Formal and Applied Linguistics, Charles University in Prague
David Vilar, Google

Sebastian Vincent, The University of Sheffield

Martin Volk, University of Zurich

Trang Vu, Monash University

Ekaterina Vylomova, The University of Melbourne
Longyue Wang, Tencent Al Lab

Taro Watanabe, Nara Institute of Science and Technology
Marion Weller-Di Marco, CIS - University of Munich
Minghao Wu, Monash University

Yinfei Yang, Redfin Inc.

Frangois Yvon, CNRS

Marcos Zampieri, George mason University

Rabih Zbib, Avature

Dakun Zhang, Systran SAS

xviil



Research: translators & users track

Loubna Bilali, Kent State University

Lynne Bowker, University of Ottawa

Vicent Briva-Iglesias, SFI CRT D-REAL, Dublin City University
Patrick Cadwell, Dublin City University

Michael Carl, Kent State University

Joao Lucas Cavalheiro Camargo, Dublin City University
Dragos Ciobanu, University of Vienna

Joke Daems, Ghent University

Helle Dam Jensen, Aarhus University

Alice Delorme Benites, Zurich University of Applied Sciences
Lettie Dorst, Leiden University

Emmanuelle Esperanca-Rodier, LIG - GETALP - UGA
Maria Fernandez-Parra, Swansea University

Federico Gaspari, ADAPT Centre, Dublin City University
Ana Guerberof Arenas, University of Groningen

Junyan Jiang, New York University Shanghai

Dorothy Kenny, Dublin City University

Rudy Loock, Université de Lille, France, & CNRS ”Savoirs, Textes, Langage” research unit
Lieve Macken, Ghent University

Marianna Martindale, University of Maryland

Helena Moniz, INESC

Joss Moorkens, Dublin City University

Lucas N Vieira, University of Bristol

Sharon O’Brien, Dublin City University

Antoni Oliver, Universitat Oberta de Catalunya

David Orrego-Carmona, University of Warwick

John Ortega, Northeastern University

Valentina Ragni, University of Warsaw

Celia Rico, Universidad Complutense de Madrid
Alessandra Rossetti, Vrije Universiteit Brussel

Maria Del Mar Sanchez Ramos, Universidad de Alcala
Vilelmini Sosoni, Ionian University

Susana Valdez, Leiden University Centre for Linguistics

Xix



Implementations & case studies track

Eleftherios Avramidis, German Research Center for Artificial Intelligence (DFKI)
Frederick Bane, Transperfect

Adam Bittlingmayer, ModelFront

Marianna Buchicchio, Unbabel

Laura Casanellas, Laura Casanellas

Miriam Exel, SAP SE

Mercedes Garcia-Martinez, Uniphore

Laszlé Janos Laki, Hungarian Research Centre for Linguistics
Helena Moniz, INESC

Raj Patel, Huawei Ireland Research Centre

Spyridon Pilos, European Court of Auditors

Heather Rossi, RWS

Marina Sanchez-Torrén, Unbabel

Konstantin Savenkov, Intento, Inc.

Cecilia Yalangozian, Reviewer

Anna Zaretskaya, TransPerfect

XX



Products & projects track

Mikel Forcada, Universitat d’Alacant
Helena Moniz, University of Lisbon (FLUL), INESC-ID

xxi



Thesis award

Rachel Bawden, Inria

Daniel Beck, The University of Melbourne
William Byrne, University of Cambridge
José G. C. de Souza, Unbabel

Vera Cabarrao, Unbabel / INESC-ID

Sheila Castilho, Dublin City University
Anna Currey, Amazon Web Services

Mattia Antonino Di Gangi, AppTek

Maha Elbayad, LIG/ Inria

Miquel Espla-Gomis, Universitat d’Alacant
Marcello Federico, Amazon Al

Mikel Forcada, DLSI - Universitat d’Alacant
Barry Haddow, The University of Edinburgh
Diptesh Kanojia, II'T Bombay

Philipp Koehn, Johns Hopkins University
Helena Moniz, INESC/FLUL

Mary Nurminen, Tampere University
Constantin Orasan, University of Surrey
John E. Ortega, Northeastern University
Santanu Pal, Wipro Limited

Pavel Pecina, Charles University

Maja Popovic, ADAPT Centre @ DCU
Celia Rico, Universidad Complutense de Madrid
Victor M. Sanchez-Cartagena, Universitat d’Alacant
Marina Sanchez-Torrén, Unbabel

Danielle Saunders, University of Cambridge
Dimitar Shterionov, Tilburg University
Felix Stahlberg, Google Research

Arda Tezcan, Ghent University

Antonio Toral, University of Groningen
Ualsher Tukeyev, al-Farabi Kazakh National University

xx1i



Keynote Addresses

Towards an Outward Turn in Translation Technology Research?

Lynne Bowker, University of Ottawa

In 2019, Susan Bassnett and David Johnson guest edited a special issue of The Translator (vol.
25, issue 3) with the theme “the Outward Turn”. In the introduction, the editors note that
Translation Studies (TS) has witnessed numerous turns in the past decades (e.g. linguistic,
cultural, sociological), and is perhaps not really in need of another, not the least because fields
do not develop in a neat linear way. Nevertheless, Bassnett and Johnson point to what they
see as a potentially worrying trend whereby TS scholars seem increasingly to talk mainly to
one another, which puts TS at risk of lurching “into ultimate self-referentiality, especially in
the global academic marketplace where reference and citation are perceived as valuable ends
in themselves” (p. 185). Of course, the fields of translation technology and TS do not face
precisely the same issues, nor will they necessarily benefit from the same specific approaches.
Yet at a higher level, we might do well to pay attention to discussions about an Outward Turn
in TS and consider how this could benefit the translation technology community. For instance,
Bassnett and Johnson suggest that at one level, the idea of an Outward Turn entails the recog-
nition of the need for an increasing plurality of voices from across the globe; yet, this must be
coupled with a recognition of the importance of creating space where different traditions can
maintain their perspective and assert the value of their own concerns and insights within the
homogenizing context of internationalization. In other words, an Outward Turn in TS would
see researchers focus on the issues that increasingly surround them and recognize that unifor-
mity can ultimately be damaging for everyone. In what ways might the broad strokes of an
Outward Turn be relevant for translation technology research? This presentation will consider
how various aspects of this need for expanding horizons within and beyond the contours of the
translation technology field could manifest themselves in our collective research agenda.



Towards Real-time Meeting Translation

Marco Turchi, Zoom Video Communications

Nowadays, machine translation (MT) has become the prominent solution to break language
barriers and is used daily to translate emails, chats, technical documents, news articles, etc. At
Zoom, we provide users with translation solutions to allow them to better connect, collaborate,
and communicate in different languages during meetings. However, different from the classic
speech translation use cases including TED talks or European Parliament sessions, the meeting
scenario poses several challenges for MT technology. For instance, when speaking spontaneously,
people introduce hesitations and repetitions, and, when interacting with other participants,
they generate truncated, overlapped, and malformed utterances. So, in addition to the speech
recognition errors, the MT system needs to simultaneously deal with all these factors to generate
the optimal translation in real time. In my presentation, I will initially focus on highlighting
the main challenges of meeting translation, paying attention to those phenomena that have a
critical impact on the final output. Then, I will present some solutions that can be used to
mitigate these problems and enhance translation quality in meetings.



EAMT 2023 Best Thesis Award —
Anthony C Clarke Award

Nine PhD theses defended in 2022 were received as candidates for the 2022 edition of the EAMT
Best Thesis Award, and all nine were eligible. 28 reviewers and 6 EAMT Executive Commit-
tee members were recruited to examine and score the theses, considering how challenging the
problem tackled in each thesis was, how relevant the results were for machine translation as a
field, and what the strength of its impact in terms of scientific publications was. Two EAMT
Executive Committee members also analysed all theses. It became very clear that 2022 was

another very good year for PhD theses in machine translation.

All theses had merit, all candidates had strong CVs and, therefore, it was very difficult to

select a winner.

A panel of two EAMT Executive Committee members (Carolina Scarton and Helena Moniz)
was assembled to process the reviews and select a winner that was later ratified by the EAMT

executive committee.

We are pleased to announce that the awardee of the 2022 edition of the EAMT Best Thesis
is Biao Zhang’s thesis ” Towards Efficient Universal Neural Machine Translation”

(University of Edinburgh, UK), supervised by Dr Rico Sennrich and Dr Ivan Titov.

The awardee will receive a prize of €500, together with a suitably-inscribed certificate. In
addition, Dr. Zhang will present a summary of their thesis at the 24rd Annual Conference
of the European Association for Machine Translation (EAMT 2023: https://events.tuni.
fi/eamt23/) which will take place from June 12th to 15th in Tampere, Finland. In order to
facilitate this, the EAMT will waive the winner’s registration costs and will make available a
travel bursary of €200.

Helena Moniz, EAMT President
Carolina Scarton, EAMT Secretary
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Towards Efficient Universal Neural Machine Translation

Biao Zhang*
School of Informatics
University of Edinburgh
b.zhang@ed.ac.uk

Humans benefit from communication but suffer
from language barriers. Machine translation (MT)
aims to overcome such barriers by automatically
transforming information from one language to an-
other. With the rapid development of deep neu-
ral networks, neural machine translation (NMT)
— especially Transformer (Vaswani et al., 2017)
— has achieved great success in recent years, de-
livering state-of-the-art and even near human per-
formance on many bilingual text-based translation
tasks (Akhbardeh et al., 2021). However, chal-
lenges remain particularly in 1) efficiency where
a massive NMT model is a computational bottle-
neck for training and decoding, and 2) universality
where extending NMT beyond bilingual and text-
based scenarios (such as multilingual and speech-
to-text translation) is still non-trivial. In this the-
sis, we investigate ways of developing simple and
effective neural architectures to address these two
challenges.

NMT is resource-hungry.  Achieving high-
quality translation demands complex network ar-
chitectures and a large number of model parame-
ters, which often takes hundreds or even thousands
of training GPU hours and leads to slow inference.
We tackle this computational inefficiency issue via
three aspects: 1) simplifying model architectures,
where we propose a lightweight recurrent network
and root mean square layer normalization to enable
higher model parallelization, as well as a merged
attention network paired with depth-scaled initial-
ization to improve deep Transformer; 2) explor-
ing representation redundancy, where we demon-
strate the feasibility of sparsifying encoder outputs

*Now at Google Deepmind.

© 2023 The authors. This article is licensed under a Creative
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in Transformer and propose a rectified linear atten-
tion to induce sparse attention weights efficiently;
and 3) semi-autoregressive modeling, where we re-
lax the independence assumption by allowing gen-
eration from the left-to-right and right-to-left di-
rections simultaneously. Apart from benefiting ef-
ficiency, these techniques also lay the foundation
for our research on universality, another topic of
this thesis.

MT should be universal, i.e., being capable of
transforming information between any languages
in any modalities.  Unfortunately, NMT still
struggles with poor language coverage and cross-
modality gap. As a step towards universal MT, we
focus on (massively) multilingual NMT and direct
speech-to-text translation (ST). Multilingual NMT
suffers from capacity bottleneck and off-target
translation; we thus study methods of increasing
modeling capacity for multilingual Transformer,
and propose random online backtranslation to
bridge zero-short language pairs. We further ex-
plore when and where language-specific model-
ing matters via conditional language-specific rout-
ing, discovering the trade-off between shared and
language-specific capacity. Unlike textual NMT,
the modality gap between speech and text hinders
ST. We narrow this gap by inventing adaptive fea-
ture selection, which automatically filters out un-
informative speech features, improving translation
as well as inference speed. Next, we extend our
study to document-level speech translation to ad-
dress the question whether and how context helps
ST. We adopt contextual modeling for ST, and
show its effectiveness on enhancing homophone
and simultaneous translation.

Finally, we move forward to multilingual and
multimodal modeling for translation by exploring
multilingual ST, a critical path to universal NMT.
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We integrate the above methods into a single sys-
tem and participate in the multilingual ST shared
task in IWSLT2021. Our system achieves compet-
itive performance in both supervised and zero-shot
translation, where we observe the complementar-
ity of different techniques in improving multilin-
gual ST.

We believe that technologies nowadays are ma-
ture enough to pursue universal translation model-
ing. Along this path, challenges widely exist, but
also opportunities. We released our source code to
facilitate the development. !
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Tailoring Domain Adaptation for Machine Translation Quality Estimation

Javad Pourmostafa Roshan Sharami, Dimitar Shterionov, Frédéric Blain,
Eva Vanmassenhove, Mirella De Sisto, Chris Emmery, Pieter Spronck

Department of Cognitive Science and Artificial Intelligence, Tilburg University
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Abstract

While quality estimation (QE) can play an
important role in the translation process,
its effectiveness relies on the availability
and quality of training data. For QE in
particular, high-quality labeled data is of-
ten lacking due to the high cost and effort
associated with labeling such data. Aside
from the data scarcity challenge, QE mod-
els should also be generalizable; i.e., they
should be able to handle data from dif-
ferent domains, both generic and specific.
To alleviate these two main issues — data
scarcity and domain mismatch — this pa-
per combines domain adaptation and data
augmentation in a robust QE system. Our
method first trains a generic QE model
and then fine-tunes it on a specific domain
while retaining generic knowledge. Our
results show a significant improvement for
all the language pairs investigated, better
cross-lingual inference, and a superior per-
formance in zero-shot learning scenarios
as compared to state-of-the-art baselines.

1 Introduction

Predicting the quality of machine translation (MT)
output is crucial in translation workflows. Inform-
ing translation professionals about the quality of
an MT system allows them to quickly assess the
overall usefulness of the generated translations
and gauge the amount of post-editing that will be
required (Tamchyna, 2021; Murgolo et al., 2022).
Quality estimation (QE) is an approach that aims

© 2023 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

to reduce the human effort required to analyze
the quality of an MT system by assessing the
quality of its output without the need for reference
translations.

QE can be applied on word-, sentence- or
document-levels. The goal of sentence-level QE,
which is the focus of our work, is to predict a
quality label based on a source sentences and
its MT equivalents. This label, (i.e., the quality
estimate), can be expressed in various ways such
as TER/HTER (Snover et al., 2006), BLEU (Pa-
pineni et al., 2002) or any metric of interest to
the user. Training a sentence-level QE system
typically requires aligned data of the form: source
sentence (SRC), target sentence (TRG), and
quality gold label (LBL). However, most quality
labels are by-products of MT and post-editing —
a rather difficult and expensive process — limiting
the size of the available QE data (Rei et al., 2020;
Zouhar et al., 2023).

The WMT QE shared task (Specia et al., 2021;
Zerva et al., 2022) has been offered a platform to
compare different QE systems and to share QE
data. Despite efforts from initiatives like the QE
shared task to publicly release QE datasets, such
resources remain scarce across language pairs and,
by extension, also have a limited coverage across
domains (Fomicheva et al., 2020a; Fomicheva et
al., 2022). This can pose a challenge for all QE
models, especially recent ones that utilize large
pre-trained language models (LLMs) (Ranasinghe
et al., 2020; Zerva et al., 2022), since fine-tuning
pre-trained models with small datasets has been
demonstrated to be quite unstable (Zhang et al.,
2020; Rubino, 2020).

Furthermore, QE models trained on specific
data do not generalize well to other domains that
are outside of the training domain (Kocyigit et
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al., 2022). Domain mismatches lead to significant
decreases in the performance of QE models (de
Souza et al., 2014a; Zouhar et al., 2023). To
improve the generalizability of QE models, it is
important to establish the right balance between
domain-specific and generic training data. To date,
only a few attempts have been made to address
this challenge (de Souza et al., 2014b; Rubino,
2020; Lee, 2020). Thus, the majority of QE
models have difficulty with accurately estimating
quality across different domains, whether they are
generic or specific (Zouhar et al., 2023).

In this work, we propose to tackle both the
data scarcity and the domain mismatch challenge
that LLM-based QE models face. We propose a
methodology whereby a small amount of domain-
specific data is used to boost the overall QF pre-
diction performance. This approach is inspired
by work on domain adaptation (DA) in the field
of MT, where a large generic model is initially
trained and then fine-tuned with domain-specific
data (Chu and Wang, 2018; Pham et al., 2022).

To assess the validity of the proposed approach
in QE, we conducted experiments using small
and large, authentic and synthetic data in bilin-
gual, cross-lingual, and zero-shot settings. We ex-
perimented with publicly available language pairs
from English (EN) into German (DE), Chinese
(ZH), Italian (IT), Czech (CZ), and Japanese (JA)
and from Romanian (RO) and Russian (RU) into
English (EN). We used the common test sets from
the WMT2021 QE shared tasks'.

Our experiments show a statistically significant
improvement in the performance of QE models.
Our findings also indicate that not only our im-
plementation leads to better multi-/cross-lingual
QE models (where multi-/cross-lingual data is pro-
vided) but also zero-shot QE (where no data for the
evaluated language pairs was provided at training).

The main contributions of our research are:

* A QE methodology that employs DA and data
augmentation (DAG), along with a novel QE
training pipeline that supports this methodology.

* An empirical demonstration of the pipeline’s ef-
fectiveness, which highlights improvements in
QE performance, and better cross-lingual infer-
ence.

* A comparative analysis with state-of-the-art
(SOTA) baseline methods that demonstrates the

"https://www.statmt.org/wmt21/
quality-estimation-task.html
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effectiveness of our approach in enhancing zero-
shot learning (ZSL) for the task of QE.

» Adaptable QE pipelines that can be tailored and
implemented for other language pairs; i.e., high
generalizable QE pipelines.

To the best of our knowledge, this is the first QE
methodology to use DA and DAG. Furthermore,
it is easily reusable and adaptable: (i) while we
used XLM-R in our experiments, one can easily
replace it with any preferred LLM as long as the
input-output criteria are met; (ii) we built our tool
around Hugging Face (HF) implementations of
LLMs, meaning one can employ a certain generic
model and apply it to any QE task by simply
fine-tuning it on (newly-collected) QE data.

2 Domain adaptation for specialized QE

In this section, we outline our methodology for
training LLM-based QE models for a specific do-
main with limited available in-domain data. This
involves: (i) a set of training steps that we found to
be particularly effective, and (ii) DAG techniques
to improve the QE models’ specificity. Addition-
ally, we provide details on two different training
modes we implemented (with or without tags).

2.1 Training steps

We implement the “mixed fine-tuning + fine-
tuning” DA technique that proved promising for
MT (Chu et al., 2017). We tailor this methodol-
ogy to suit our needs following the steps outlined
below. A visualization of the steps involved can
be found in Appendix A.1. Our technique involves
leveraging both in-domain (ID) and out-of-domain
(OOD) QE data (see Section 3.1 for details on the
datasets).

Step 1 We train a QE model using OOD data
until it converges. We employ the experimental
framework described in Section 3.2 in which an
LLM is fine-tuned to predict QE labels. The goal
of this step is two-fold: (i) leveraging the LLM’s
cross-lingual reference capabilities and (ii) build-
ing a generic QE model. This way we ensure that
the model can estimate the quality of a broad range
of systems, but with limited accuracy on ID data.

Step 2 The model’s parameters are fine-tuned
using a mix of OOD and ID data. We use different
ID data, both authentic and synthetic according
to the DAG approaches in Section 2.2. The
objective here is to ensure the model does not



forget generic-domain knowledge acquired during
the first step while simultaneously improving its
ability to perform QE on the domain-specific
data. This mixing step is often referred to as
“oversampling” in DA literature, where a smaller
subset of OOD data is concatenated with ID data
to allow the model to assign equal attention to
both datasets; it aims to further adapt the model to
the specific domain of interest.

Step 3 We continue to train the QE model on a
specific ID dataset until convergence, resulting in a
more domain-specific QE model than that obtained
in Step 2.

2.2 Data augmentation for DA in QE

In our study, we explore two alternative ap-
proaches to oversampling to optimize the utiliza-
tion of available ID resources and assess the po-
tential benefits of incorporating synthetic ID data
into the QE pipeline:

Approach 1: Concatenating all available au-
thentic ID data across all languages. The
XLM-R model is multilingual, allowing us to ap-
ply it to different language pairs. When there is
not enough data to fine-tune it for a specific lan-
guage, one can use multilingual data. In our work,
to increase the amount of authentic data (given the
small volume of parallel data for two languages),
we construct a multilingual ID dataset: we con-
catenate all available ID data, which includes dif-
ferent language pairs. The rationale behind this
approach is to make use of all available authen-
tic resources in order to improve the performance
of the QE model by providing better cross-lingual
references.

Approach 2: Generating synthetic ID data.
Given that all available ID resources have been al-
ready utilized in Approach 1, we propose to sup-
plement the existing data with artificially gener-
ated additional ID data using a trained MT model
for each language pair, inspired by the research
conducted by Negri et al., (2018) and Lee (2020).
This approach aims to tackle the data scarcity
problem and further improve the QE model’s ac-
curacy. Let Dy, denote the publicly available par-
allel data (SRC, TRG) for a language pair Ip, as
identified in Section 3.1. The approach consists
of the following steps for each ID involved in the
pipeline:
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. Randomly select N samples from Dy, to obtain
a set Sy, of training samples. Divide S;, into
two equal sets S7 and Ss.

Train a multilingual MT model M, on S; (de-
tails of the model can be found in Section 3.2).
. Use M;, to translate the sources-side of Sy (or
a portion of it), obtaining a set 7}, of translated
samples.

Compute quality labels (e.g., TER/HTER) by
comparing T;, with the reference (T'RG) text
from .S5.

The resulting three-part output of this approach
comprises the source-side of Sy, 7T, and
TER/HTER obtained from the fourth step. A vi-
sual representation of these steps can be found in
Appendix A.3.

2.3 Additional indication of domain

In NMT, in order to handle multiple domains and
reduce catastrophic forgetting, DA has been con-
trolled using additional tags added at the begin-
ning or at the end of the sentence (Sennrich et
al., 2016; Chu and Dabre, 2019). Following these
studies, we explore two training modes: (i) with
tag (“TAG”), by appending either <OOD> or <ID>
at the end of sentences based on the dataset domain
type (i.e., OOD or ID). The input format in this
mode is <s> SRC </s> TRG <Tag> </s>,
where SRC and TRG represent source and target
of the QE triplet, and <s> and </s> are the be-
ginning and separator tokens for the LLM used in
the pipeline; (ii) without tag (“NO TAG”), where
the training steps are the same as detailed in Sec-
tion 2.1.

3 Experiments

3.1 Data

We conducted experiments on publicly available
data in different languages: from EN into DE, ZH,
IT, CZ, and JA and from RO and RU into EN. We
categorize the data into three groups according to
their use in our pipeline:

Group 1: for building ID and OOD QE mod-
els. The ID data is collected from WMT 2021
shared task on QE (Specia et al., 2021), Task
2, consisting of sentence-level post-editing efforts
for four language pairs: EN-DE, EN-ZH, RU-EN
and RO-EN. For each pair there are train, de-
velopment (dev), and test sets of 7K, 1K, 1K
samples, respectively. Additionally, as our OOD



data we used the eSCAPE (Negri et al., 2018)
dataset with approximately 3.4M tokenized SRC,
machine-translated text (MTT), post-edited (PE)
sentences. We used sacrebleu? (Post, 2018) to
calculate TER (Snover et al., 2006) from MTT and
PE pairs. We split the data into train, dev, test sets
via the scikit-learn package’ (Pedregosa et
al., 2011) with 98%, 1%, and 1% of the total data,
respectively. To improve the generalization of our
models and enable them to better adapt to specific
QE through the ID dataset, we utilized a larger
OOD dataset. This decision is in line with prior
studies on DA, which are described in the related
work section (Section 6).

Group 2: for building MT systems as a compo-
nent of Approach 2 in the proposed DAG (Sec-
tion 2.2). We collected parallel data— SRC and
reference translations (REF) — from Opus (Tiede-
mann, 2012) for each language pair used in ID:
EN-DE, EN-ZH, RO-EN, and RU-EN. Next, we
trained MT models for Approach 2 of our method-
ology by selecting 4 M samples and dividing them
into two equal parts, each with 2M samples. We
split either of the two parts into train, dev, test
sets. To save time during evaluation and inference,
we set the size of the dev and test splits to be the
same as the number of training samples in the ID
datasets, which is 7K. Moreover, we randomly se-
lected a portion of the SRC (7K out of 2M) in the
second split, which was not used for training. We
passed this portion to the trained MT to get MTT.
Finally, we computed the TER using the MTT and
the corresponding REF via sacrebleu. We set
the portion size 7K as the goal was to double the
size of the initial ID data.

Group 3: for testing the zero-shot capabili-
ties of the trained QE models in our proposed
methodology. We used two zero-shot test sets,
namely English to Czech (EN-CS) and English to
Japanese (EN-JA), which were provided by WMT
2021 shared task on QE for Task 2. Each test set
contained 1K samples.

3.2 Frameworks

Quality Estimation. To train all QE models of
our study, we developed a new QE framework with
the ability to invoke multilingual models from HF
model repository. In all our experiments we chose

Zsignature:nrefs: 1 |case:Ic|tok:tercom|punct:yes| version:2.3.1
3random state/seed=8, shuffle=True, used for all splits.
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to use XLM-RoBERTa* (XLM-R) (Conneau et al.,
2020), to derive cross-lingual embeddings, which
has shown success in prior studies such as Ranas-
inghe et al.,, (2020). The framework is simi-
lar in architecture to “MonoTransQuest” (Ranas-
inghe et al., 2020), but adapted to the needs of
our experiments. The differences with “Mono-
TransQuest” are the additional tokens (<OOD> and
<ID>) added during the tokenization process, as
well as the resizing of the model’s token embed-
dings in order to support the added tags. Addi-
tionally, rather than computing the softmax, we di-
rectly used logits to estimate the quality labels.

Training and evaluation details of QE models.
In Section 2.1 we describe our methodology for
training and evaluating QE models. During Step
1, we trained and evaluated an OOD QE model
every 1000 stepsy > using the train and dev sets
from Group 1. In Step 2, we trained and evaluated
QE mix models every 500 stepsyp using a mix
of OOD and ID data from Group 1. For Step 3,
we evaluated the final domain-specific QE model
after 500 stepsgr using only an ID train and dev
set. Throughout training, we used an early stop-
ping mechanism to halt the training process if there
was no improvement in the evaluation loss after
5 evaluations. We adjusted the default evaluation
stepsgr from 500 to 1000 for Step 1 due to the
larger number of training samples in that step.

Machine Translation. Our approach to gener-
ating synthetic ID (Approach 2, Section 2.2) dif-
fers from prior studies, such as Eo et al., (2021),
which rely on a generic/common translation model
(e.g., Google machine translate). Instead, we first
trained a separate NMT model on a subset of
the original dataset. This approach ensures that
the training data and the data used for translation
have similar vocabularies, cover comparable top-
ics, styles, and domains, which leads to higher
quality translations.

We used an in-house MT framework to train
our models, based on pre-trained mBART-50
(Liu et al.,, 2020) from HF. We followed the
Seq2SeqTraining arguments recommended by HF
and trained the model for Approach 2, stopping the
training if the evaluation loss did not improve after
5 evaluations.

4xIm-roberta-large

Sstepsur refers to Hugging Face framework’s training or
evaluation steps, which are different from the ones we de-
scribed in Section 2.1.



We used default hyperparameters recommended
by HF for QE and MT, and our frameworks
with modified hyperparameters are available
at https://github.com/JoyeBright/
DA-QE-EAMT2023 to reproduce our results.

4 Results

To assess the performance of our approach we
evaluate output from the trained QE models
in comparison to the reference quality metric
(HTER/TER) on the test sets described in data
Groups 1 and 3. We use Pearson’s coefficient
(p € —1 : 1, which we rescale to —100 to 100
for clarity) to correlate our predictions with the test
set. We use the BLEU score as a metric to evaluate
the translation quality of our MT models.

4.1 Baseline results

To establish a baseline for our study, we fine-tuned
XLM-R with the ID data for each language pair as
provided by WMT 2021 shared task (Group 1 of
data). This is a conventional approach employed
in prior research, such as Ranasinghe et al. (2020),
where pre-trained models are utilized to provide
cross-lingual reference for training QE models.

We also attempted to compare our work with the
models of Rubino (2020) and Lee (2020). For the
latter work, their experiments used the WMT 2020
test sets, while we used WMT 2021, which makes
it difficult to compare our results to theirs directly.
Furthermore, we could not replicate their models
as no code is available (at the time of writing this
paper). Our baseline results are presented in Ta-
ble 1.

4.2 Main results

In Table 1 we present our results using the DAG
approaches and the two training modes (Tag and
No Tag). Additional details on the statistical
tests for each language pair are available in Ap-
pendix A.2. The results in Table 1 show that,
in general, all of the proposed DA methods per-
formed better than the baseline for each language
pair, except for Approach 1 in the RO-EN language
pair. For this language pair, the use of a domain tag
led to reduced performance, and the improvement
achieved without such a tag was not statistically
significant.

We also observe that the increase of perfor-
mance compared to the baseline for each language
pair shown as percentage in the last column of Ta-
ble 1 is substantial, except for RO-EN (only 0.92%
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Language . NO TAG TAG

. Baseline Increase %
pair DAG 1 DAG2|DAG 1 DAG?2
EN-DE 47.17 | 49.93 49.54 | 51.90 51.25 10.03
EN-ZH 29.16 | 3475 35.27 | 35.62 36.60 25.51
RO-EN 83.63 | 83.67 83.74 | 83.37 84.40 00.92
RU-EN 40.65 | 4491 45.40 | 47.16 4398 16.01

Table 1: Pearson correlation scores for proposed QE mod-
els across 4 language pairs: EN-DE, EN-ZH, RO-EN, and
RU-EN. For each language pair, the bold result indicates the
highest-performing method compared to the baseline. Results
for the first and second DAG approaches are reported under
DAG 1 and DAG 2, respectively. The column labeled “In-
crease % shows the percentage improvement for the highest-
performing model (in bold) compared to the baseline.

increase over the baseline). This is mainly due
to the already high baseline performance (83.63),
making it challenging to achieve significant im-
provements. Among the other language pairs, the
EN-ZH pair had the largest increase in perfor-
mance — just over 25%. The RU-EN and EN-DE
pairs had the second and third highest increases,
with improvements of around 16% and 10% over
their respective baselines.

Additional indication of domain results. The
results indicate that incorporating tags into the
DA training pipeline was generally effective, al-
though in some instances, the improvement was
not statistically significant compared to the mod-
els that were trained without tags. However, it
was observed that at least one model outperformed
the same language pair’s models that were not
trained with tags, when DAG techniques were
used. Specifically, the EN-DE Approach 1 model
trained with tags performed better compared to
Approach 2 without tags, as did the EN-ZH Ap-
proach 1 model trained with tags relative to the
same approach without tags. Finally, the RO-EN
Approach 2 model trained with tags outperformed
Approach 2 without tags, and the RU-EN Ap-
proach 1 model trained with tags exhibited better
performance than Approach 1 without tags.

4.3 Data Augmentation results

Upon analyzing the integration of DAG techniques
into the specialized QE pipeline, we observe that
for most language pairs, both approaches showed
better performance than their respective baselines.
However, in situations where tags were not em-
ployed, Approach 2 only showed statistical signif-
icance over Approach 1 in the EN-ZH and RU-
EN language pairs. Moreover, when tags were
used, Approach 2 lead to statistically significant



improvements only for EN-DE and EN-ZH. These
findings suggest that the choice of DAG approach
and the use of tags should be carefully consid-
ered when applying DA in QE. Additionally, DAG
was observed to be significant for EN-ZH, for both
cases — with or without tags.

4.4 Zero-shot results

In order to evaluate the effectiveness of our QE
models in the context of ZSL, we compared their
performance with the baseline models for the EN-
CS and EN-JA language pairs (test sets). The re-
sults of these tests are presented in Table 2.

The findings show that, for the EN-CS test
set, the QE model trained solely on the EN-DE
dataset achieved the highest performance among
all QE baselines, with a Pearson correlation score
of 46.97. Additionally, we observe that our pro-
posed DA pipeline performed even better than the
highest-performing baseline for EN-CS, but only
DAG approach 1 and 2 with tags were found to
be statistically significant. Likewise, for the EN-
JA test set, the highest-performing QE baseline
was the one that was trained solely on the RU-EN
dataset, with a Pearson correlation score of 20.32.
In contrast to EN-CS, none of the models that
were trained with our pipeline and with the RU-EN
dataset outperformed the baselines. Nevertheless,
we observed that three models trained with EN-ZH
and using our pipeline (Approach 1 with and with-
out tag, and Approach 2 with tag) performed better
than the highest-performing baseline.

Overall, these findings suggest that if a QE
model is conventionally trained with and evaluated
on an unseen QE dataset, some extent of ZSL ca-
pabilities can be achieved due to the use of XLM-
R. However, the proposed DA pipeline can signif-
icantly increase this extent, whether through mod-
els trained with the same dataset or other datasets
used in the pipeline. Furthermore, we observed
that training a QE model conventionally using cer-
tain language pairs may lead to decreased perfor-
mance. For instance, a model trained exclusively
with the EN-DE language pair showed a Pearson
correlation of approximately 10. In such cases, the
proposed pipeline may enhance performance even
when using the same training data.

5 Additional observations

5.1 Cross-lingual inference

Table 3 presents data that shows that our pro-
posed methodology has an overall advantage over
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Trained . NO TAG TAG
Test set | Baseline
on DAG1 DAG2 | DAG1 DAG2
EN-DE EN-CS | 46.97 48.77 48.07 | 47.78 47.82
EN-JA | 09.67 18.16 08.00 | 16.12 17.36
EN-ZH EN-CS | 35.56 4933  48.54 | 4798 46.83
EN-JA 13.13 2277 19.87 | 2224 21.54
RO-EN EN-CS | 26.33 39.10 39.79 | 3920 4041
EN-JA 18.88 20.34  18.55 | 20.11  21.22
RU-EN EN-CS | 2842 4558 44.85 | 4643 4522
EN-JA 20.32 17.64 17.04 | 17.26  19.63
Table 2: Performance comparison of the proposed meth-

ods and the baseline model trained on the EN-DE, EN-ZH,
RO-EN, and RU-EN datasets in the context of ZSL, with re-
sults presented for EN-CS and EN-JA test sets. Results for
the first and second DAG approaches are reported under DAG
1 and DAG 2, respectively.

the conventional training method of using a pre-
trained LLM and fine-tuning it with QE data (base-
lines) in terms of cross-lingual inference. That
is, the QE models trained with our proposed DA
pipeline not only perform significantly better than
baselines on their target domain and language pair
but can also estimate the quality of other language
pairs to some extent better than their correspond-
ing baseline.

By examining the data closely (bottom to top
row of the Table 3), we observe that XLM-R
provides a limited level of cross-lingual infer-
ence, which is insufficient for estimating qual-
ity labels due to the absence of prior knowl-
edge about them. However, using Step 1 of our
pipeline, which utilizes little inference knowledge,
the model still achieves an acceptable level of gen-
eralization across all language pairs.

Specifically, the first step achieved an average
Pearson correlation score of approximately 39,
which is higher than all baseline scores, except for
the RO-EN pair, which achieved around 42. Fur-
thermore, the model trained using Step 1 of the
pipeline achieved a Pearson correlation of around
70 when evaluated with the RO-EN test set. This
result can be attributed to the training of the model
with IT, which was used as OOD data. From a lin-
guistic point of view, this result could be explained
by the fact that I'T and RO belong to the same lan-
guage family, i.e., the “romance languages” (refer
to Appendix A.5), which explains the high Pearson
correlation score achieved by the model.

As we move up the table, we can observe that
the model built in Step 2 of our pipeline be-
comes more specific toward the task and the ID
datasets. Consequently, there is an average im-



Test Sets
Models =N DE ENZH ROEN RUEN| VO
Baseline | 47.17  19.67 4496 3291 | 36.17
EN-DE | 4993 2266 7897  39.55 | 47.77
A 0276 0299 3401  06.64 | 11.60
Baseline | 3034 29.16 4755 3687 | 3598
EN-ZH | 4346 3475 8051  42.67 | 50.34
A 1312 0559 3296 0580 | 14.36
Baseline | 24.64 2356  83.63  39.97 | 42.95
RO-EN | 43.02 2431 8367 3874 | 4743
A 1838 0075 0004 -01.23 | 04.48
Baseline | 2240 2467 57.17 4069 | 36.23
RU-EN | 2536 2606 7534 4491 | 4291
A 0296 0139 1817 0422 | 06.68
Step2 3829 2472 7696 3135 | 42.83
Stepl 3080 1657  70.14  39.93 | 39.36
XLM-R | -02.74 0730 0297 03.12 | 02.66

Table 3: Performance comparison of proposed models and
baselines across all test sets using Pearson correlation as the
metric. A represents the difference between them. “AVG”
column shows the overall difference for each language model.
Step 1: model trained with OOD. Step 2: model trained with
DAG approach 1 and OOD. Approach 2 in Step 2 had similar
results, not included. XLLM-R: model not being trained. Mod-
els and baselines are color-coded for clarity, with bold num-
bers indicating the average A across all language pairs, and
underlined numbers representing each model’s performance
on their respective test sets.

provement of around 3.5 Pearson correlation (from
39.36 to 42.83) across the languages. This indi-
cates that our DA pipeline is effective in improv-
ing more specific cross-lingual QE performance.
Ultimately, fine-tuning Step 2 with any of the ID
languages provides a highly domain-specific QE
model that is not only better estimates the qual-
ity of their language pair, but also performs better
cross-lingual inference over its baseline.

5.2 OOD Performance

The main goals of DA are to quickly create an
adapted system and to develop a system that per-
forms well on ID test data while minimizing per-
formance degradation on a general domain. In our
study, we showed that models from Step 1 or Step
2 can be fine-tuned quickly using the user’s data
(achieving the first of these goals). Our main focus
was on the assessment of ID QE. However, we test
the generalizability of our ID models on an OOD
test set. Our results, summarized in Table 4, in-
dicate that all ID models outperformed the corre-
sponding baselines on the OOD test set, and we
observe that incorporating ID data in Approaches
1 and 2 did not compromise the performance with
respect to OOD. However, comparing the models’
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performance with models trained solely on OOD
we see a small performance drop, which is in-
evitable and in most cases acceptable.

Trained QE Models

with EN-DE EN-ZH RO-EN RU-EN|OOD |DAG 1|DAG 2
Baseline 1195 0359 11.60 03.43

Our pipeline| 54.62 59.30 52.51 47.36 64.33] 65.4 | 6476
A Baseline 42.67 5571 4091 4393

Aoop -09.71 -05.03 -11.82 -16.97

Table 4: Model comparison on OOD test set using Pearson
correlation as the metric. The Apgsetine values indicate the
performance difference relative to the corresponding baseline,
while the Apop values compare the models’ performance
with the one trained solely with OOD.

6 Related Work

Data Scarcity in QE. The issue of data scarcity
in MT QE has been explored in numerous previous
studies. The work of Rubino and Sumita (2020)
involves the use of pre-training sentence encoders
and an intermediate self-supervised learning step
to enhance QE performances at both the sentence
and word levels. This approach aims to facilitate
a smooth transition between pre-training and fine-
tuning for the QE task. Similarly, Fomicheva et
al., (2020b) proposed an unsupervised method for
QE that does not depend on additional resources
and obtains valuable data from MT systems.

Qiu et al. (2022) conducted a recent study on the
the impact of various types of parallel data in QE
DAG, and put forward a classifier to differentiate
the parallel corpus. Their research revealed a sig-
nificant discrepancy between the parallel data and
real QE data, as the most common QE DAG tech-
nique involves using the target size of parallel data
as the reference translation (Baek et al., 2020; Qiu
et al., 2022), followed by translation of the source
side using an MT model, and ultimately generating
pseudo QE labels (Freitag et al., 2021). However,
our study diverges from this conventional approach
and concentrates on a straightforward yet effective
DAG methods to mitigate this gap. Similarly, Ko-
cyigit et al. (2022) proposed a negative DAG tech-
nique to improve the robustness of their QE mod-
els. They suggested training a sentence embedding
model to decrease the search space and training it
on QE data using a contrastive loss.

Domain Adaptation in QE. To tackle the chal-
lenges with translating data when training data
comes from diverse domains, researchers have ex-
tensively used DA in MT. DA involves training
a large generic model and then fine-tuning its



parameters with domain-specific data (Chu and
Wang, 2018; Saunders, 2021; Pourmostafa Roshan
Sharami et al., 2021; Pham et al., 2022). In MT,
one way to achieve DA is by appending tags to sen-
tences to handle different domains (Sennrich et al.,
2016; Vanmassenhove et al., 2018; Chu and Dabre,
2019) and reduce catastrophic forgetting.

Despite being useful in MT, DA has not been
widely used in QE according to our knowledge.
Dongjun Lee (2020) proposed a two-step QE train-
ing process similar to our own, and Raphael Ru-
bino (2020) pre-trained XLLM and further adapted
it to the target domain through intermediate train-
ing. Both studies demonstrated that adding a step
before fine-tuning improves performance com-
pared to fine-tuning alone. However, unlike our
methodology, neither of them included sentence
tags or conducted additional fine-tuning (such as
Step 3 in our methodology). As a result, their QE
models are not as specialized for the target domain
as ours. A few researchers have made attempts to
integrate aspects of DA into QE. For instance, in
an effort to improve QE performance in domain-
specific scenarios, Arda Tezcan (2022) included
fuzzy matches into MonoTransQuest with the aid
of XLM-RoBERTa model and data augmentation
techniques.

7 Conclusion and future work

This paper addresses two key challenges related
to quality estimation (QE) of machine transla-
tion (MT): (i) the scarcity of available QE data and
(ii) the difficulties in estimating translations across
diverse domains. The primary aim of this study is
to enhance the performance of QE models by ad-
dressing these challenges. To do so, we propose a
solution that utilizes domain adaptation (DA) tech-
niques adopted from MT. We adapt the “mixed
fine-tuning + fine-tuning” approach (Chu et al.,
2017) and extend it with data augmentation as an
alternative to the traditional oversampling tech-
nique. We adopt a three-step training methodol-
ogy: (i) we fine-tune XLM-R, a language model,
with a large generic QE dataset, which enables
the model to generalize; (ii) we fine-tune the
model with a mix of out-of-domain (OOD) and in-
domain (ID) data derived from two data augmen-
tation (DAG) approaches; and (iii) we fine-tune
the model with a small amount of domain-specific
data, which leads to a more specific model. We
evaluated models’ performance with and without
domain tags appended to the sentences.
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Our experiments show significant improvements
across all language pairs under consideration, in-
dicating that our proposed solution has a benefi-
cial impact in addressing the aforementioned chal-
lenges. Our study also demonstrates the effective-
ness of both proposed DAG approaches and shows
that using domain tags improves the performance
of the models. Additionally, we find that our model
outperforms the baseline in the context of zero-
shot learning and in cross-lingual inference.

Moving forward, there are several directions for
future work based on our findings. First, it would
be interesting to investigate the performance of our
pipeline on low-resource language pairs, where
there is limited ID data available. This is partic-
ularly relevant given the smaller coverage of QE
datasets compared to parallel data in MT. Second,
we only used one type of OOD data in our ex-
periments (EN-IT); it would be useful to explore
other OOD data over different language pairs for
QE. Third, it would be valuable to study the perfor-
mance of other LLMs than XILLM-R. Fourth, since
the choice of languages employed in the pipeline
was based on availability, we would suggest ex-
ploring a more regulated approach for selecting
the languages to be used in the proposed pipeline.
Specifically, the optimal transfer languages can be
selected based on their data-specific features, such
as dataset size, word overlap, and subword over-
lap, or dataset-independent factors, such as genetic
(see Appendix A.5) and syntactic distance (Lin et
al., 2019).
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A Appendices
A.1 Training Steps

In Figure 1, we present an overview of the pro-
posed training steps for specialized QE.

00D QE
Dataset

QE Framework
checkpoint: a
pre-trained LM

QE Model

QE Framework
int. OOD
QE Model

.o
\n'\v.\a\\ﬂ!‘.‘.’- -

: Mixed FT
1 QE Model '

i| IDQE
i| Dataset

QE Framework
checkpoint: Mixed FT
E Model

Figure 1: Overview of the proposed training steps for spe-
cialized QE. The “+” sign indicates the oversampling per-
formed in Step 2 to balance the use of ID and OOD data. The
dashed arrows indicate the source of the checkpoint used to
initialize the models in each stage.

A.2 Statistically Significance Test Results

The statistical significance test results for the pre-
dictions in Table 1 for the language pairs EN-DE,
EN-ZH, RO-EN, and RU-EN are shown in Table 5.

Language

. Models
pair

NOTAG1 NOTAG?2 TAG1 TAG2

Baseline Y
NO TAG 1 - N
NO TAG 2 - -
TAG 1 - - -

Baseline
NO TAG 1 -
NO TAG 2 - -
TAG 1 - - -

Baseline
NO TAG 1 -
NO TAG 2 - -
TAG 1 - - -

Baseline
NO TAG 1 -
NO TAG 2 - -
TAG 1 - - -

Y
N
EN-DE v

EN-ZH

Z <=

Z <=

RO-EN

RU-EN

Z =< =

ZHRHRK[ZZARAKIKZZ[RA<AR

Table 5: Statistically significant test results with a p-value
less than 0.05. The letter “Y” in the table indicates that the
corresponding prediction in Table 1 is statistically significant,
while “N” indicates that it is not.

A.3 Data Augmentation: Approach 2

Figure 2 presents an overview of Approach 2 that
is employed for data augmentation in the context
of domain adaptation for QE.
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Multilingual MT
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\ train

SRC TRG

MT model
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SacreBLEU
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Figure 2: Overview of Approach2 (Generating synthetic
ID) of data augmentation for domain adaptation in QE.
The various steps involved in the approach are indicated close
to the corresponding arrows. Arrow | represents subsam-
pling. The abbreviations SRC, TRG, and Tj, stand for
source, target, and machine-translated text, respectively. The
final outputs which include SRC, Tj, and quality labels
(T'ER) are color-coded for clarity.

A.4 Machine Translation Performance

We utilized multilingual MT systems to generate
synthetic ID data. Table 6 displays the results of
the top-performing models used in generating this
data.

Language pair | BLEU 1 | Eval Loss |
EN-DE 41.25 01.09
EN-ZH 32.28 01.52
RO-EN 49.60 00.96
RU-EN 41.29 01.61

Table 6: MT performance used as a component of Ap-
proach 2 in the proposed DAG (Section 2.2).

A.5 Genetic Distance

Figure 3: Genetic distance between IT and other lan-
guages: DE, ZH, RO, RU, JA, and CZ.

In MT, measuring the similarity between lan-
guages is important for effective cross-lingual
learning. One such measure is the “genetic dis-
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Step 3
DAG 1

Step 2
DAG 2

Step 2
DAG 1

Step 1 3.41

Baseline

Figure 4: Training time (in hours) for models in the EN-
ZH language pair, where Step X refers to the training step
outlined in Section 2.1, and DAG X denotes the data aug-
mentation approach used in the second step of the pipeline.
The term “Baseline” denotes a model fine-tuned from XLM-
R. The X and Y axes represent the training time in hours and
the approaches used to train the model, respectively.

tance” between languages, which has been shown
to be a good indicator of language similarity for
independent data (Lin et al., 2019). To illustrate
this, we calculate® and present the genetic distance
scores between Italian (used as OOD data) and the
other languages included in our study in Figure 3.
The genetic distance is represented as a numeri-
cal value ranging from O (indicating the same lan-
guage) to 100 (the greatest possible distance).

A.6 Training time

Compared to the conventional approach of using a
pre-trained LLM and fine-tuning it with QE data
(baselines), our proposed DA methodology results
in a significant improvement in performance, re-
gardless of whether we include tags in the sen-
tences or not. However, it requires two additional
training steps: Step 1, training an OOD QE model,
and Step 2, fine-tuning the model using a mix of
OOD and ID QE data. These additional steps re-
quire more time. Step 1 and Step 2 (with both DAG
approaches) are reused (i.e., not trained) for each
language pair, and Step 3 of the pipeline took al-
most the same amount of time across all languages.
That is why we present the consumed time for EN-
ZH in Figure 4, and use it to discuss training times
for other language pairs as well. Models trained
with tagged data have a similar training time.

The data presented in Figure 4 indicates that
Step 1 has the highest training time with approx-

®http://www.elinguistics.net/Compare_
Languages.aspx
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imately 3.4 hours. It is noteworthy that this long
training time is partly due to the fact that the model
was evaluated after every 1000 stepspgp, which
consequently resulted in a longer running time in
comparison to other models that were evaluated af-
ter every 500 stepspr. Furthermore, the model
that was trained is publicly accessible, and other
individuals can utilize it to fine-tune with new ID
datasets, avoiding the need for retraining for each
specific ID data. This applies to both DAG ap-
proaches, given that the target language pair was
used in Step 2 of the pipeline. If not, Step 1 must
be fine-tuned with a new set of QE data.
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Abstract

This article presents an original method for
Text-to-Sign Translation. It compensates
data scarcity using a domain-specific pa-
rallel corpus of alignments between text
and hierarchical formal descriptions of
Sign Language videos. Based on the de-
tection of similarities present in the source
text, the proposed algorithm recursively
exploits matches and substitutions of ali-
gned segments to build multiple candidate
translations for a novel statement. This
helps preserving Sign Language structures
as much as possible before falling back on
literal translations too quickly, in a gene-
rative way. The resulting translations are
in the form of AZee expressions, desi-
gned to be used as input to avatar synthe-
sis systems. We present a test set tailored
to showcase its potential for expressive-
ness and generation of idiomatic target lan-
guage, and observed limitations. This work
finally opens prospects on how to evaluate
this kind of translation.

1 Introduction

Rosetta ! is a French project that aimed to study
accessibility solutions for audiovisual content. One
of the experiments consisted in designing an au-
tomatic translation system from text to Sign Lan-
guage (SL) displayed through animation of a vir-
tual signer.

The three main contributions concerning SL in

© 2023 The authors. This article is licensed under a
Creative Commons 4.0 licence, no derivative works, attribu-
tion, CC-BY-ND.

1. https://rosettaccess.fr/index.php/
home-page—english/

this project were 1) the constitution of Rosetta-
LSF (Bertin-Lemée et al., 2022), an aligned corpus
of text and SL captured using a mocap system, 2) a
translation system from text to AZee (a represen-
tation of SL content), and 3) a system allowing to
generate virtual signer animations from AZee in-
put (Dauriac et al., 2022).

This article describes the second contribution :
the translation system from text to AZee. After
an overview of the issues and recent works in the
field, we explain our method and design choices,
and describe the implementation of the translation
system. Finally, we give preliminary results and
discuss the questions raised for evaluation.

2 Text-to-Sign translation

The automatic translation of content from a spo-
ken language into a SL is a fairly recent and still
largely unexplored research topic. Here we are in-
terested in the translation of text as the source lan-
guage, in our case in French, and video or 3D ani-
mation as the target language, in our case French
Sign Language (LSF).

In this section, we look at the main challenges
encountered with text-to-sign translation.

2.1 Need for bilingual corpora

Machine translation (MT) was first developed
for spoken languages in their written form using
bilingual dictionaries and rule-based systems, that
were not easy to develop and maintain. Access to
parallel corpora of aligned examples has led to
the rise of data-driven approaches, such as Sta-
tistical Machine Translation (SMT) that used the
frequencies of translation pairs containing source—
target pairings of words or phrases. In the current
dominant approach, Neural Machine Translation
(NMT), which is also data-driven, the source text is

Nurminen, Brenner, Koponen, Latomaa, Mikhailov, Schierl, Ranasinghe, Vanmassenhove, Vidal, Aranberri, Nunziatini, Escartin, Forcada,

Popovic, Scarton, Moniz (eds.)

Proceedings of the 24th Annual Conference of the European Association for Machine Translation, p. 21-30

Tampere, Finland, June 2023.



encoded into an intermediate representation in the
form of numerical vectors to be decoded as a tar-
get text. Although the representation is not directly
open to interpretation, the practical results largely
prevail over former strategies. These methods desi-
gned for spoken languages rely on the availability
of large volumes of parallel data (of the order of
several million sentences). Unfortunately, SLs are
too little resourced in this respect, and attempts in
SMT (Stein et al., 2012) and NMT (Miiller et al.,
2022) have not yet yielded satisfactory results.

Example-based MT (EBMT) is another data-
driven approach based on analogy (Nagao, 1984).
It uses a bilingual corpus that contains texts and
their translations. Given a text to translate, seg-
ments from this corpus are selected that contain
similar components. These components are then
used to translate the components of the original
text into the target language, and these phrases
are recombined to form a complete translation.
Although the larger the corpus, the better the re-
sults will be, this approach can be implemented
on smaller corpora and thus may be considered
in the case of Sign Language Machine Transla-
tion (SLMT). Moreover, unlike SMT/NMT ap-
proaches, EBMT allows for non-sequential consi-
deration of the input, for example recombining
components in a hierarchical structure, which
seems to us to be more likely to represent content
in SL, as we shall see next.

2.2 Need for an intermediate representation

One of the major differences between SLMT
and written MT is the difference in channel. Writ-
ten languages are input to MT systems as se-
quences of discrete tokens (words separated by
blanks) whereas SL does not have a written form
and are to be considered as face-to-face oral lan-
guages. Moreover, they are able to convey simul-
taneous information by the way of a number of ar-
ticulators, such as the two hands and arms, but also
the torso, shoulders, head, gaze and facial expres-
sions (including a number of facial components).

As SL has no written form, many approaches
proceed in two steps : a first step transforms the SL
content into an intermediate representation, and a
second step uses this representation as the input of
a synthesis system to control the animation of an
avatar in order to display the content in SL.

After a first generation of studies based mainly
on the rule-based approach (Veale et al., 1998;
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Zhao et al., 2000; Marshall and Safar, 2004), a
few ones have investigated EBMT (Morrissey and
Way, 2005). They have sometimes been combined
with statistical approaches, such as in De Martino
et al. (2017) who have developed a system that au-
tomatically translates Brazilian Portuguese text to
Brazilian SL. (LIBRAS) by combining SMT with
EBMT in case of unseen texts or ambiguous terms
dependent on the context and frequency of occur-
rence in previous translations. To our knowledge,
these projects have not led to any follow-up, nor to
consumer applications.

The vast majority of projects using an interme-
diate representation of SL, including the latest ones
(Gémez et al., 2021), use sequences of glosses,
each gloss 2 standing for a so-called lexical unit ge-
nerally restricted to manual activity. Studies have
attempted to refine glosses with their internal re-
presentations, such as for example in HamNo-
Sys/SiGML/JASigning approaches (van Gemert et
al., 2022), but these remain linear sequence des-
criptions. The translation systems then deal with a
sequence of tokens and as such, meet the require-
ments for the approaches designed for sequences.
With this kind of representation though, it is very
difficult if not impossible to handle common SL
phenomena like non-manual activity, spatial rela-
tions, depicting structures, or the rhythm of the si-
gning production. This results in low quality ani-
mations, incomplete if not incomprehensible, and
therefore unacceptable by the Deaf community.
For this reason, it seems important to consider a ri-
cher intermediate representation than mere conca-
tenations of glosses.

Note that in some recent neural-based ap-
proaches (Stoll et al., 2020), the use of an inter-
mediate representation is not present. This neural-
based approach generates directly photo-realistic
continuous sign videos from text inputs. These me-
thods are themselves very demanding in terms of
aligned bilingual data. Moreover, we wish to out-
put avatar animations, which corresponds better to
use cases where a greater neutrality of appearance
of the SL content is desired.

This work therefore chooses to explore EBMT
for translation to SL, given that we do not have a
large bilingual corpus. Also, we consider the use
of an intermediate representation for SL. more ap-
propriate.

2. A gloss is a text label, generally a single word, reflec-
ting the meaning of the sign it stands for.



3 Method

In view of the EBMT approach as explained
above, we used the Rosetta-LSF corpus (Bertin-
Lemée et al., 2022) and the intermediate represen-
tation AZee to represent the SL utterances, which
we explain in this section.

3.1 EBMT-type approach

As explained above, EBMT is a translation me-
chanism based on analogy from examples. This
means that we can compensate for a missing
example by finding one close enough, and working
from it to replace what is different. For example, to
translate “la présidente parle nerveusement” (the
president is speaking nervously) when the example
is not in the data base of examples, we can hope
to work from the translation of “le ministre de
I’écologie parle nerveusement” (the minister of the
environment is speaking nervously), with a substi-
tution.

In such candidate segment henceforth, we will
call “anti-matches” the parts that do not match the
query in the segment that otherwise does, and “cor-
rections” the respective text parts that would have
been a match. For example, “présidente” (pre-
sident) is the anti-match above, and “ministre de
I’écologie” (minister of the environment) its cor-
rection.

A hypothesis is that if we find the portions cor-
responding to each anti-match in the aligned trans-
lation, we can attempt to replace them with trans-
lations of their corrections.

Our aim is therefore to produce a translation of
the source written text into the chosen intermediate
representation that reflects the target signed lan-
guage, AZee.

3.2 AZee

AZee is a formal approach to SL discourse re-
presentation (Filhol et al., 2014). It allows to define
production rules that associate forms to articulate
(e.g. begin eyebrow raise before X) to identified
meaning (semantic operations, e.g. expression of
Y with doubt). By combining them, one can build
hierarchically structured discourse expressions re-
presenting full discourse utterances, determining
the forms to produce while exposing the meaning.

For example, consider the four productions rules
below :

— info-about(topic, info) : info, which is

focused, is given about a fopic;
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— nerveusement(sig) : sig in a nervous,

stressed out way ;

— président : president;

— parler : speak.

These can be combined in the expression below,
which not only creates a semantic combination in-
terpretable as “the president is speaking nervous-
ly”, but also produces, through recursive applica-
tion of each rule’s forms, the resulting overall si-
gned form with that meaning.

:info-about

"topic
:président
"info
:nerveusement
"sig
:parler

A corpus of 120 such expressions has been pu-
blished by Challant and Filhol (2022).

Since it represents the articulations necessary to
convey that meaning, it can be used as the output of
our translation system, a lot easier than attempting
to generate video frames directly. Of course this
requires to append an animation system to the pi-
peline, able to render AZee input to SL video. This
has already been proven possible and demonstra-
ted elsewhere (McDonald and Filhol, 2021; Dau-
riac et al., 2022), but is outside the scope of this
paper, and assumed for now.

AZee discourse expressions are hierarchical,
each nested expression covering a sub-part of the
discourse. So unlike a linear stream like text or vi-
deo where segments are typically specified with
start and length, identifying an AZee “segment”
can be done through identification of a single node
in the expression. This node is the root of a sub-tree
(or a leaf) which covers a time segment in the vi-
deo (the SL capture modelled with the expression,
or indeed any avatar animation rendered from the
expression).

3.3 Corpus

As explained above, we needed a bank of ali-
gnments between French text segments and AZee
expression nodes. For this purpose, we used a sub-
set of the Rosetta-LSF corpus (Bertin-Lemée et
al., 2022), a parallel French-LSF corpus whose
first “task™ consists in 194 French news items
of 3 to 35 words in length, together with their
LSF translations. For instance : “L’Everest menacé
de réchauffement climatique” (Everest threatened



with global warming). The translations were done
by a deaf person selected for her experience in pro-
ducing online LSF content on a regular basis.

The benefit of that particular subset is that all
of the items also include AZee (section 3.2) ex-
pressions and alignment information with the text.
For each of the 194 full AZee discourse expres-
sions, the root node necessarily covers the whole
discourse in French, which already serves as an ali-
gnment. Besides, each node of the expression re-
presents a portion of the news, which sometimes
matches a text segment as equivalent in meaning.
In such case a new alignment exists, of finer gra-
nularity. The corpus contains such alignments with
segments of variable granularity, from whole news
items to single words.

The total number of AZee—text alignments in
this data set is 1812. They are collected in a file,
each on a line with the following format : name of
text file containing the news entry in French; first
character position of the French segment; length
in chars of the French segment; file name of the
aligned AZee discourse expression; line number
of the root of the aligned AZee expression or sub-
expression (node). For example :

RO1_X0007.Titrel 10 4 RO1_X0007.Titrel.az 7

4 Implementation

4.1 General algorithm

Let ¢r be the function that associates to a text
query q a set of possible translations for g by ana-
logy based on a corpus of aligned examples. If the
corpus contains alignments in which the text seg-
ment is exactly ¢, the set formed by their aligned
AZee expressions specifies an acceptable result for
tr(q).

Otherwise, as explained in §3.1, we consider
the alignments whose text segments are “close” to
q, whose differences to ¢ are the “anti-matches”,
whose translated counterparts in the aligned ex-
pression we hope to replace. By doing this, the
global structure of the aligned expression is kept
to serve as a template for ¢r(q), in which substitu-
tions are made.

Formally, for a given alignment between a text
segment txt and an expression az where txt qua-
lifies as close to g, let :

— m1q,...,my be the anti-matches of txt, i.e.

the parts in ¢zt that differ to ¢, where usually
N <2
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— ¢; be the correction of m; (7 € 1..N), i.e. the

wanted part of ¢ missing in tzt;

— az; be the node in az at the root of the sub-

expression which translates m; ( € 1..N).
With these notations, our approach is then to find
anode az; for each ¢ € 1..N, and replace it with a
translation of c¢;.

For example, assume the following alignment is
part of our data base. The text means “the minis-
ter for environmental issues speaks nervously”. In
the AZee expression, rule side—-info with ar-
guments focus and info carries the meaning of fo-
cus with additional (non-focused) information info
about it.

Text “le ministre de [’écologie parle
nerveusement”’

AZee :info-about
"topic
:side—-info

"focus

:ministre

"info

renvironnement
"info
:nerveusement

"sig

:parler

To translate the query “la présidente parle ner-
veusement” for example (i.e. “the president speaks
nervously”), we could consider the text segment
above as close. The unique anti-match m; is “le
ministre de [’écologie”, and its correction c; is “la
présidente”. We would then want to identify the
sub-expression marked () as the translation node
azy1, for which to substitute a translation of the
wanted piece “la présidente”.

If no or several candidates for an dz; are found
in the AZee expression, it becomes a lot less tri-
vial to know what to substitute in az regarding the
1th anti-match. For now, we implement translation
failure in these cases, forcing each az; to be found
unique. The translations of ¢; can however be nu-
merous, each one becoming an option for the az;
substitution.

Using our formal notations :

— finding dz; means finding a unique node n

such that n is an acceptable translation for
m;, in other words such that n € tr(m;);

— finding translations for ¢; implies simply to

consider tr(c;).



Then, any combination of N substitutions az; —
x,x € tr(c;) can be applied to az to create a trans-
lation of ¢g. The set of all of them is therefore a
subset of tr(q) associated with the txt—az align-
ment. The full set can be specified as the union of
such sets, iterating over all known alignments with
a text segment close to q.

The approach above yields a recursive definition
of tr(q) as it requires values for ¢r(m;) and tr(c;)
for each anti-match encountered. The base case for
this recursion are the exact matches. Besides, each
anti-match is always a shorter segment than the ini-
tial query, so the only condition for termination of
this algorithm is to ensure that corrections c; are al-
ways also shorter than the query, which is clearly
the typical case so adding this constraint will likely
result in zero loss.

More than termination, the problem is that of
translation failure, which is all the more likely
to happen as the corpus of example alignments
is small. In such cases, we resort to a last fall-
back where we break the query down into a par-
tition of smaller text chunks, which we will trans-
late separately and concatenate in the result with
the only reason that it follows the French or-
der. To do this we apply the AZee production
rule sign-supported-spoken which allows
to build utterances based a spoken language literal
sequence of items.

For example, one can chunk the query above
into “la présidente parle” + “nerveusement”, find
a translation for each chunk separately, say (a) and
(b) below, and propose (c) as a final translation.
(a) :info-about

"topic
:président
"info
:parler
nerveux
sign-supported-spoken
"units
list
:info-about
"topic
:président

(b) :
(©):

"info
:parler
rnerveux

For a given partition (p1,po,...,pn) of g,
the combinations sign-supported-spoken(units =
(1,2, ...,2y)) wWith z; € tr(p;) constitute a set

25

of possible translations of ¢ with this technique.
By iterating on different partitions and joining all
such sets, we generate a last, fallback specification
of tr(g). This is also a recursive definition, whose
recursive calls are applied to chunks (p;) shorter
then ¢ by construction, so termination is guaran-
teed as well.

This fallback strategy produces poorer quality
SL, and indeed equivalent to literal (word-to-word)
translation if used systematically. But it does allow
to juxtapose coarser-grain chunks of content when
translation succeeds without resorting to partitio-
ning.

For example, the use of the rule nerveux, ge-
nerating an additional manual sign meaning “ner-
vous”, can be judged as poorer LSF than that
of nerveusement used further up, which ge-
nerates a preferred and sufficient facial expres-
sion conveying the same meaning. However, the
first chunk was translated as a whole (using
info-about), which did avoid the even poorer
literal sign sequence below.

:sign—-supported-spoken

"units

list
:président
:parler
rnerveux

4.2 Auxiliary text processing modules

The practical implementation of the algorithm
relies on several text processing modules enhan-
cing analysis to find best correspondences in the
existing corpus.

To allow for matching, antimatching and parti-
tions, word-level tokenization is first performed by
OpenNMT Tokenizer *, and flexibility is allowed
when finding matching segments for punctuation
and articles.

Then the core challenge is to define what kind
of “similarity” in the source language can produce
best candidates for target language generation. As
can be seen in the example above, both semantics
and syntax come into play to determine similar ele-
ments to be replaced or translated separately. In
practice, we rely on two types of text analysis at
different steps of the algorithm.

To find the best anti-matches in the current da-
tabase and replace them by corrections, we use
string matching and consider as “anti-matchable”

3. https://github.com/OpenNMT/Tokenizer



Alignment text Common Length Ratio
tokens

le superéthanol n’est proposé que dans 1 000 stations-service en

france , comme ici dans la banlieue de bordeaux . 4 22 0.18

comme ici dans la banlieue de bordeaux 4 7 0.57

la banlieue de bordeaux 3 4 0.75

situé dans la province du guizhou , en chine , le mont fanjing attire

de nombreux touristes venus découvrir la richesse de ce paysage

montagneux . 3 26 0.12

la villa noailles a hyeres dans le var est un chateau cubiste construit

dans les années folles , a la demande d’un couple de mécenes

avant-gardiste . 3 29 0.10

TABLE 1 — Antimatchable alignments to translate “dans la banlieue de Gerstheim” (in the suburbs of Gerstheim)

all alignments that have tokens in common with
the candidate text. Best matches have been empiri-
cally set as the ones with the maximum tokens in
common, and either the minimum length in num-
ber of tokens or the best ratio of similar tokens
over total tokens. For example, to translate “dans
la banlieue de Gerstheim” (in the suburbs of Gers-
theim) by anti-match, the alignments with most to-
kens in common found in the database are descri-
bed in Table 1. We see that selecting, among the
alignments with the highest number of tokens in
common (4), the alignment with the lowest length
or best ratio between number of similar tokens and
length enables to retrieve the most relevant align-
ment for anti-match : “comme ici dans la banlieue
de Bordeaux” (like here in the suburbs of Bor-
deaux). Other sets of metrics could be used suc-
cessfully, as we found that the selection and ran-
king of alignments for anti-matching strategy si-
gnificantly affects the results of the algorithm.

When matching and anti-matching approaches
fail, we resort to partitions determined by naviga-
ting the syntactic dependency tree obtained using
spaCy 4, open-source Python library with off-the-
shelf pretrained models and optimized pipelines
for Natural Language Processing. For instance, for
the sentence “Le couvre-feu cette semaine n’est
pas encore arrété” (curfew this week has not yet
been stopped), we consider as candidate parti-
tions :

— “le couvre-feu” | “cette semaine n’est pas en-

core arrété’”
— “le couvre-feu cette semaine n’est” | “pas
encore” | “arrété”
— “le couvre-feu” | “cette semaine” /

[T

n’est pas

4. https://spacy.io
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encore arrété”.

Our tree exploration makes that some possible
partitions such as the following are not explored :
“Le couvre-feu” | “cette semaine” | “n’est pas” /
“encore” | “arrété”. Dependency parsing does not
explore all possible partitions of an input but at
least constrains the exploration to syntactically va-

lid chunks.

5 Test

5.1 Test set

Admittedly, the data base is still too small for us
to claim a system up to any usable scale. So to test
our system, we decided to build a test set by crea-
ting sentences mixing segments from different en-
tries of the corpus, and evaluate the produced out-
puts.

Our test set is composed of 15 sentences and al-
lows to test the algorithm, as presented in the next
section. For instance, the sentence “Recul de I’dge
légal a la retraite : c’est ce que proposent des re-
traités pour leurs enfants” (Increase of the retire-
ment age : pensioners propose it for their children)
was added to the test set and created from the fol-
lowing sentences of the corpus :

— Reculde I’dge légal a la retraite : “Il ne faut
pas prendre les Francais pour des canards
sauvages”, lance Valérie Pécresse. (Increase
of the retirement age : “We should not
take the French for a ride”, shouts Valérie
Pécresse.)

— Des routes nationales bientdt privatisées ?
C’est ce que proposent les sociétés d’auto-
routes dans une note interne. (National roads
soon to be privatised ? Motorway companies
propose it in an internal memo.)



— Solidarité : une ancienne abbaye accueille
des retraités (Solidarity : a former abbey
hosts pensioners.)

— Au Japon, des dizaines de peres francais se
battent désespérément pour voir leurs en-
Jants. (In Japan, dozens of French fathers are
desperately fighting to see their children.)

5.2 Algorithm on an example

This section describes the steps taken by the al-
gorithm run on the following example taken from
the test set, and the produced AZee description re-
sults.

“Alsace : de grands chefs ont vendu leur
vaisselle pour les plus modestes comme
ici dans la banlieue de Gerstheim.” (Al-
sace : great chefs sold their crockery for
the poor like here in the suburbs of Gers-
theim.)

The whole sentence is tested, first for exact
matches, then for anti-matching segments but to
no avail. So it falls back to partitioning the query,
breaking it down into 3 smaller segments as fol-
lows : “Alsace” | “de grands chefs” | “ont vendu
leur vaisselle pour les plus modestes comme ici
dans la banlieue de Gerstheim”.

Each segment above is then used as a new (sim-
pler) input query in a recursive call to the algo-
rithm, reported below. See fig. 1 for the referenced
AZee expression matches.

“Alsace” An exact-match (d) is found, which is
directly returned as an acceptable translation
for this segment.

““de grands chefs” Similarly, an exact-match
(e) is found.

“ont vendu leur vaisselle pour ...” There is no
exact match, and no anti-matching segment
is found either to translate this text chunk.
So again, the query is broken down into the
smaller sub-queries below.

“ont vendu leur vaisselle” Exact match
(f1) found.

“pour les plus modestes” Exact match (2)
found.

“comme ici dans la banlieue de Gerstheim”
No exact match, but similar segment
found, aligned with (f3’) : “comme
ici dans la banlieue de Bordeaux”,
anti-match “Bordeaux” to be corrected
with “Gerstheim”. Both the anti-match
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and the correction trigger a recursive
call, the former to decide on a node to
change in (f3’); the latter to find what to
change it for.

“Bordeaux” Exact match :Bordeaux
found in the alignment base, reco-
gnised and unique in (f3’)—marked
(x%) in fig. 1.

“Gerstheim” Exact match (f3”) found
in the alignment base.

Let (f3) be the expression (f3”) with (f3”)
instead of node () ; (f3) is a resulting
translation for this query.

Now that each segment of the inner
partition has found a translation, a re-
sult can be produced by creating a
sign—-supported-spoken expres-
sion with units (f1), (f2) and (f3) in this
order.

Finally and in the same way, a result can
be proposed for the outer partition using
sign-supported-spoken. The overall
expression is therefore the following :
:sign-supported-spoken
"units
list
(d)
(e)
:sign-supported-spoken
"units
list
(f1)
(£2)
(£3)

6 Discussion

First, our anti-matches approach has some ad-
vantages, compared to a sequence-based one. In-
deed, structures that are specific to LSF can be
found in the final translations, which is not the
case when the language is reduced to a sequence
of glosses or another linear representation.

In addition, the approach produces results with
a certain form of creativity. In LSF, paraphrases or
additions are commonly used, and indeed part of
the corpus as initially delivered by the translator at
the time of video corpus creation. These elements
were later aligned as examples, thus frequently ap-
pear in the generated translations, although not al-
ways strictly necessary. See the example for “Al-



(d) :category
"cat
:info-about
"topic
:Est
"info
:info-about
"topic
:France
"info
:zone
"elt
:info-about
"topic
:appartenance
"info
:Alsace

(f2) : info—-about
"topic
:pour
"info
:side-info
"focus
:multiplicity
"elt
:une personne
"info
:info-about
"topic
:comment dire
"info
:difficile

In English :

(e) :category

(f37)

:info-about

1) :
"cat
:side—info
" focus
tmultiplicity
"elt
:une personne
"info
:zone
"elt
:chef cuisinier

(f37)
"topic
rexemple
"info
:info-about
"topic
raussi
"info
:info-about
"topic
rici
"info
:info-about
"topic
:side—info
"focus
:Bordeaux (
"info
:banlieue
"info
:la

(d) The Alsace region in the East of France

(e) Chefs
(f1) Sell crockery
(f2) For the poor (people)

(f3’) Like here in the suburbs of Bordeaux

(f3”’) Gerstheim

info-about
"topic
:la
"info
:info—-about
"topic
rall-of
"items
list
:assiette
:assiette
"info
rmultiplicity
"elt
:vendre

:category
"cat
:ville
"elt
:fingerspelling
"letters
list

EHEHIDH®N®WMHEQ®

* %)

FIGURE 1 - Aligned AZee expressions matched in algorithm run

28



sace”, which although a single sign exists, is trans-
lated to the whole expression (d), typical of LSF
when no context yet exists.

Moreover, the output of the algorithm is a set
of translations (built from the various substitution
combinations), not necessarily a single expression.
This in a way accounts for the reality of the trans-
lation task. For example, to translate “Emmanuel
Macron” into LSF, different possibilities have been
used by the translator, hence the different possible
AZee output expressions (g), (h) and (i) below.

(g) :Emmanuel Macron

(h) :side-info

"topic

:Emmanuel Macron

"info

:président

(i) :category

"cat

:side—info
"topic
:une personne
"info
:président

"elt

:Emmanuel Macron

In our test set, the number of translations propo-
sed for a query ranges from 1 to 12 (average : 4). At
the moment, the order in which the AZee expres-
sions are output is irrelevant. One prospect for this
algorithm is to rank them according to some heu-
ristics, for example constraints on preferred AZee
rule combinations.

The work presented also has limitations. We can
observe that some anti-matches are incorrect, for
instance : “des personnes pro-Brexit” (pro-Brexit
people) vs “des personnes manifestent” (people
demonstrate). The syntactic categories of the anti-
match and its correction are not the same (adjec-
tive vs. verb), which creates problems during the
translation process. If we want to translate “des
personnes pro-Brexit sont dans la rue” (pro-Brexit
people are in the street), the algorithm suggests
“pro-Brexit” as an anti-match for “manifestent”,
but the result is syntactically unacceptable : “*des
personnes manifestent sont dans la rue”. The syn-
tactic category of each phrase should be taken into
account to prevent such errors and to improve the
anti-matching results.

Finally, a considerable number of fallbacks are
present in the output of the algorithm : 3 per re-
sult on average. As explained in section 4.1, this is
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not ideal, and the size of the corpus is undoubtedly
a contributing factor : if we increase the number
of examples and alignments, the number of fall-
backs will decrease and the quality of the transla-
tions should hopefully improve.

7 Conclusion and prospects

We have presented a new system of automa-
tic translation from text to AZee, based on an
example-based machine translation approach, the
hierarchical representation of S AZee and an ali-
gned corpus of French text and AZee descriptions
extracted from the Rosetta-L.SF corpus. A prototy-
ping implementation of the system has been made
and tested on some examples, thus providing a
proof of concept.

The capacities of this system and the size of the
corpus still need to be extended before real eva-
luations can be carried out. But we can already
stress that the evaluation of such a system will
not be easy, since it proposes a translation from
one language to a representation of another lan-
guage, not directly readable. Automatic evaluation
metrics could be considered using target transla-
tions references, which are hierarchical, and tree
edit distances instead of the Levenshtein-type ones
used for sequences, e.g. BLEU scores.

Metrics for the evaluation by human of the qua-
lity of translations, such as the one proposed in
the European QT21 project®, provide a scoring
sheet with types of errors produced by the trans-
lation system, which allows to highlight the short-
comings of the systems and the aspects to improve.
This project has proposed a framework for descri-
bing and defining custom translation quality me-
trics. Some of the error categories are defined as-
suming text as a target, which does not apply in
our case. A category called “fluency” allows us to
evaluate the quality of an utterance, regardless of
whether it is the result of a translation. In our case,
the target is not even a language utterance, thus
this category will need some adjustments. What re-
mains is the category of errors linked to the trans-
lation process itself, categorised as “accuracy”. It
would be interesting to study if this kind of eva-
luation could be adapted to our system. The issue
is to define these categories in the case of SL. It is
common or indeed often preferred in SL to intro-
duce contextual information, for example expres-
sion (d) figure 1 for “Alsace”, which should not be

5. https://www.qt21l.eu



judged as an unwanted addition.

Furthermore, as AZee can be used to generate
virtual signer animations which are directly “rea-
dable” by language users, fluency error categories
could be taken into consideration after this step
to complete the evaluation. The establishment of
a robust and comprehensive evaluation protocol is
clearly a subject of study in its own right, which
needs to be pursued in the near future.
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Abstract

This work presents an unsupervised
method of selecting filters and threshold
values for the OpusFilter parallel corpus
cleaning toolbox. The method clusters
sentence pairs into noisy and clean cate-
gories and uses the features of the noisy
cluster center as filtering parameters.
Our approach utilizes feature importance
analysis to disregard filters that do not
differentiate between clean and noisy
data. A randomly sampled subset of a
given corpus is used for filter selection
and ineffective filters are not run for the
full corpus. We use a set of automatic
evaluation metrics to assess the quality
of translation models trained with data
filtered by our method and data filtered
with OpusFilter’s default parameters. The
trained models cover English-German and
English-Ukrainian in both directions. The
proposed method outperforms the default
parameters in all translation directions for
almost all evaluation metrics.

1 Introduction

Neural machine translation (NMT) is dependent
on large parallel text corpora. Available train-
ing data can often be noisy, especially if the data
is retrieved by the common method of extract-
ing bitexts from web crawls (Espla-Gomis et al.,
2019; Schwenk et al., 2021; Bafidn et al., 2020).
Training NMT on noisy data can be detrimental
to the translation models. Ensuring that the train-

© 2023 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

ing examples are clean sentence pairs leads to bet-
ter translation quality and more efficient training
(Khayrallah and Koehn, 2018). If clean paral-
lel corpora are not readily available, a common
practice is to refine a noisy corpus by filtering
out low quality training examples. The amount
and type of noise varies between different cor-
pora. Selecting the kind of filters that are optimal
for cleaning a specific parallel corpus can take a
lot of trial and error. Several methods and tools
for corpus cleaning have been proposed and de-
veloped (Taghipour et al., 2011; Carpuat et al.,
2017; Ramirez-Sénchez et al., 2020). OpusFilter
(Aulamo et al., 2020) is one such toolkit. It pro-
vides a selection of configurable filters, but suffers
from the same issue of having to manually choose
the filters and their parameters. In this work, we
propose an unsupervised method of selecting ef-
fective filters and filtering thresholds based on the
properties of a given corpus. Our method automat-
ically generates a filtering configuration file which
serves as a solid starting point for finding the op-
timal settings for an OpusFilter corpus cleaning
pipeline. We assess the proposed method by com-
paring the translation quality of models trained
with data filtered with default parameters from
OpusFilter and data filtered with autogenerated pa-
rameters. Our implementation of the filter selec-
tion method is available at https://github.
com/Helsinki-NLP/OpusFilter.

2 Related work

Corpus cleaning has been a part of training
pipelines since the statistical machine translation
(SMT) era. Some of the most common and most
straightforward methods include sentence length
based methods, for example removing too short
and too long sentences and sentence pairs where
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the ratio of source and target lengths is above a
given threshold. The Moses toolkit (Koehn et al.,
2007) offers commonly used scripts for this pur-
pose. Taghipour et al. (2011) map sentence pairs
into an N-dimensional space and filter out the out-
liers. Cui et al. (2013) propose a graph-based
random walk filtering method which is based on
the idea that better sentence pairs lead to better
phrase extraction and that good sentence pairs con-
tain more frequent phrase pairs. The Zipporah data
cleaning system (Xu and Koehn, 2017) maps sen-
tence pairs into a feature space and uses logistic
regression to classify good and bad data. As the
features, they use bag-of-word translation scores
and n-gram language model scores.

Training data quality has a strong effect on NMT
performance. Khayrallah and Koehn (2018) study
several types of noise and their impact on trans-
lation quality. They report that NMT is less ro-
bust against noisy data than SMT. Rikters (2018)
points out common problems in parallel corpora
that can result in low quality NMT and provides
filters to overcome these issues. These problems
include mismatch of non-alphabetic characters be-
tween source and target segments, wrong language
and repeating tokens.

Ramirez-Sanchez et al. (2020) present two tools
for more careful corpus cleaning with NMT in
mind: Bifixer and Bicleaner. Bifixer is a restora-
tive cleaner; it only removes sentence pairs with
either side being empty but otherwise it fixes text-
related issues in place. Bifixer corrects char-
acter encoding and orthography issues, conducts
re-splitting of the sentences and identifies dupli-
cates. Bicleaner consists of filtering rules, lan-
guage model scoring and a classification part. The
filtering rules are predefined, but other steps of
Bicleaner require training a language model and
a classifier. However, pretrained models are pro-
vided for many language pairs.

OpusFilter (Aulamo et al., 2020) is a config-
urable parallel corpus cleaning toolbox. OpusFil-
ter provides a variety of data selection, text pro-
cessing, filtering and classification features that
can be combined into a reproducible corpus clean-
ing pipeline. An important step in constructing this
pipeline is to choose which filters to use and with
what parameters. The filters work by producing
a score for a sentence pair and checking whether
the score exceeds a threshold value. OpusFilter
defines default threshold values for each filter, but
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there is no guarantee that these values are optimal
for a given corpus and language pair.

We propose an unsupervised method to choose
filters that are useful in differentiating between
clean and noisy sentence pairs and to initialize
threshold values based on features extracted from
a parallel corpus. The approach consists of cluster-
ing sentence pairs into noisy and clean categories
and using the features of the noisy cluster center
as the threshold values. This method is especially
useful in setting initial OpusFilter parameters that
are adapted to the characteristics of a given corpus.

3 Method

Our proposed method of selecting relevant filters
and useful threshold values for OpusFilter is based
on clustering sentence pairs into clean and noisy
categories and using the features of the noisy clus-
ter center as our filtering parameters. To select the
filters that are actually useful in detecting noisy
sentence pairs, we convert the clustering task into
a classification task and find the features that af-
fect classification accuracy the most. For cluster-
ing, classification and feature importance inspec-
tion, we use the scikit—-learn Python package
(Pedregosa et al., 2011).

3.1 Filter scores as features

In order to extract features from a parallel cor-
pus, we select a set of filters and use them to pro-
duce scores for sentence pairs with OpusFilter’s
score function. We conduct this procedure on a
randomly sampled subset of 100k sentence pairs
from the training corpus in order to keep the con-
figuration generation reasonably fast even for large
corpora. In this work, we use the following filter
scores as features:

* AlphabetRatioFilter: The proportion of al-
phabetic characters in the segments.

 CharacterScoreFilter: The proportion of char-
acters in a valid script.

» LanguageldFilter: A confidence score from
cld2 language identifier.!

* LengthRatioFilter: The ratio between the
source and target segment lengths. We use
two versions of this score: one with charac-
ters and one with tokens as the length unit.

"https://github.com/CLD20wners/cld2



* NonZeroNumeralsFilter: The similarity of
numerals in the source and target segments
(Vazquez et al., 2019).

* TerminalPunctuationFilter: A penalty score
for terminal punctuation co-occurrence in the
source and target segments (Vazquez et al.,
2019).

These features are chosen as they are inexpensive
to produce and easy to interpret, but our approach
can be expanded to use any filter that produces
scores ranging from noisy to clean.

3.2 Clustering

We train k-means clustering with the filter scores
as features and we cluster the sentence pairs
into two categories: noisy and clean. We use
the k-means++ algorithm for centroid initializa-
tion (Arthur and Vassilvitskii, 2007). All feature
scores are standardized by removing the mean and
scaling to unit variance before clustering. After
training the clustering algorithm, we look at the
centroids of each cluster to recognize the two cat-
egories. The cluster center which has lower mean
feature score represents the noisy cluster. For some
filters, low values represent clean sentence pairs
and in those cases we use the value’s additive in-
verse when calculating the mean. The features of
the noisy cluster center are used as the generated
filtering threshold parameters.

3.3 Feature importance

Not all features are useful in differentiating be-
tween noisy and clean sentence pairs. The k-
means clustering algorithm does not directly indi-
cate which of the features are important. In order
to determine the feature importance, we convert
the unsupervised clustering task into a supervised
classification task similarly to Ismaili et al. (2014).
We train a random forest classifier with the same
features as extracted for clustering, and as the la-
bels we use the categories assigned to each sen-
tence pair by the clustering step.

Once the classifier is trained, we find the im-
portant features using permutation feature impor-
tance scores which show how much the classifi-
cation accuracy is affected by shuffling the values
of a given feature (Breiman, 2001). In order to
determine which features are important enough to
keep in the filtering configuration, we compare the
importance value of each feature to the mean of
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all importance values. The importance threshold
that each feature has to cross is the mean multi-
plied by a rejection coefficient. This coefficient is
used to lower the threshold in order to accept all
features in cases where all importance values are
close to the mean. In our preliminary experiments,
we found using 0.1 as the coefficient to work in
rejecting features that do not differentiate between
noisy and clean sentence pairs. The default value
for the coefficient is 0.1 but it can be set to other
values. Finding the optimal value is not trivial as
this would require examining the results of running
the filters on full datasets and possibly training MT
systems to assess the datasets. Finding a more ro-
bust approach for rejecting filters remains for fu-
ture work.

Noisy Clean Importance

AlphabetRatio.src 0.74 0.82 0.086
AlphabetRatio.trg 0.76 0.84 0.104
CharacterScore.src 1.0 1.0 0.0

CharacterScore.trg 0.99 1.0 0.010
LanguagelD.src 0.94 0.92 0.001
LanguagelD.trg 0.91 0.92 0.001
LengthRatio.char 1.18 1.17 0.001
LengthRatio.word 1.21 1.21 0.001
NonZeroNum 0.67 0.99 0.088
TerminalPunctuation | -0.67  -0.05 0.063

Table 1: Feature selection for English-Ukrainian. The ta-
ble shows the feature values of the noisy and clean cluster
centers. The rightmost column shows the importance val-
ues determined by the random forest classification task. The
mean importance is 0.036 and rejection coefficient is set to
0.1. Thus, the threshold to be considered an important fea-
ture is 0.0036. Five of the features are rejected as they do not
cross this threshold. Rejected importance values have a grey
background.

Table 1 shows an example of feature selection
for the English-Ukrainian training set used in our
translation experiments in Section 4. Five of the
ten features are rejected as they do not cross the
importance score threshold. The features that are
rejected appear to have similar values in both the
noisy and clean cluster centers. On the other hand,
the character score on the target side is not rejected
despite having values very close to each other in
both clusters. This can be explained by the fact that
the importance values take into account the whole
distribution of feature scores, while the cluster cen-
ters only represent the means of each feature.

4 Translation experiments

In order to assess the impact of our data filtering
method, we train translation models for English-
German (en-de) and English-Ukrainian (en-uk) in



Default Autogen Default Autogen

en-de en-uk en-de en-uk en-de en-uk
AlphabetRatio 0.75, 0.75 | 0.73, 0.76 | 0.74, 0.76 13.5% | 16.2% | 10.6% | 15.0%
CharacterScore 1, 1 - - - 099 0.1% | 14.1% - | 11.1%
Languageld 0, 0 - 0.85 - - 8.5% | 10.6% 8.7% -
LengthRatio.char 3 - - 0.0% 0.0% - -
LengthRatio.word 3 - - 0.0% 0.0% - -
NonZeroNumeral 0.5 0.60 0.67 7.9% 7.8% 9.6% | 11.9%
TerminalPunctuation -2 -0.66 -0.67 0.8% 0.7% | 19.1% | 14.9%

Table 2: The left side shows the default thresholds and the generated thresholds for each filter. The default thresholds are the
same for both language pairs. AlphabetRatio, CharacterScore and Languageld filters each have two threshold values: one for
the source and one for the target sentence. The right side shows the proportions of data that each filter would remove with these
thresholds if ran individually. The hyphens indicate filters that have been rejected by the autogeneration method.

both translation directions. These language pairs
are chosen as the latest WMT shared transla-
tion task (Kocmi et al., 2022) provides develop-
ment and test data for them and there is available
ParaCrawl data for both language pairs (Espla-
Gomis et al., 2019; Baién et al., 2020). We train
models with three different training datasets: one
unfiltered set, one cleaned with the default param-
eters from OpusFilter, and one cleaned with filters
and parameters selected by our proposed configu-
ration generation method. We compare the transla-
tion quality of the resulting models with automatic
metrics.

4.1 Experiment setting

For our experiments, we use ParaCrawl v9 data,
which has been previously shown to contain a good
amount of noise (Kreutzer et al., 2022). To con-
duct basic initial cleaning on our training datasets,
we remove duplicates and filter out sentences by
length (we remove sentences shorter than 3 words
and longer than 100 words). The en-uk training
set has 12,605,229 sentence pairs after the initial
filtering. For en-de, we take a sample of 30M sen-
tence pairs from the initially filtered set to serve as
the training data.

Our translation models, trained using the Mar-
ianNMT toolkit (Junczys-Dowmunt et al., 2018),
are transformer-base with an encoder and decoder
depth of 6. We train SentencePiece (Kudo and
Richardson, 2018) unigram tokenizers for each
model and restrict the vocabulary size to 32k fol-
lowing Gowda and May (2020). For en-de we
choose a shared vocabulary, while for en-uk we
choose to have separate vocabularies of 32k for
each script. All models are trained until conver-
gence with early-stopping on development data,
for which we use Flores-101 (Goyal et al., 2022).
Flores-101 is the only development set for en-uk
in WMT22 and we aim to create consistent train-
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ing conditions for all our experiments. Therefore,
we use Flores-101 development data for en-de as
well. We use 1 single NVIDIA Volta V100 GPU
for training.

We train models in both translation directions
for each language pair based on three different data
filtering methods:

* baseline: raw data deduplicated and fil-
tered by length.

* default: data filtered with OpusFilter’s de-
fault parameters.

* autogen: data filtered with OpusFilter con-
figuration files produced with the proposed
autogeneration method.

4.2 Corpus filtering

We filter the training sets for both language pairs
with two different methods: using the default
parameters from OpusFilter and using automat-
ically generated parameters. In both methods,
we use the filters defined in Section 3.1. Ta-
ble 2 shows the default thresholds for each filter
as well as the thresholds generated by the auto-
generation method. Many filtering thresholds are
rejected as the configuration generation procedure
does not consider them useful for differentiating
between noisy and clean sentence pairs. For exam-
ple, the length ratio score distributions are similar
in the noisy and clean clusters for both language
pairs and consequently, the length ratio filters are
dropped for both language pairs. Language iden-
tification scores are not found important for en-uk
but for the en-de training set, the threshold for the
German side is kept. All character score thresh-
olds are rejected except for the Ukrainian side of
the en-uk set.

Table 2 also shows how much data each filter
would remove with default and autogenerated pa-
rameters if each filter was run individually. The



BLEU chrF COMET
en-uk uk-en en-de de-en | en-uk uk-en en-de de-en en-uk uk-en en-de de-en
Baseline 11.1 21.3 24.6 24.1 353 45.8 52.6 49.6 | -0.395 -0.177 0.198 0.152
Default 15.8 289 b24.6 24.6 434 532  b52.5 50.9 0.027  0.108  50.201 0.202
Autogen 16.3 29.9 255 d24.6 44.2 54.4 53.7 d50.8 0.065 0.164 0.230 40.212

Table 3: Results of the translation experiments. When the results from default parameters or autogenerated parameters are not
significantly different from the baseline results, we prefix them with 5. When the results from autogenerated parameters are not
significantly different from the default parameter results, we prefix them with d.

proportion of sentence pairs removed by the four
length ratio filters with default thresholds ranges
from none at all to 0.0005%. This supports the hy-
pothesis that length ratio values are not useful for
finding noisy data in these training sets. Similarly,
the character score filter with default parameters
removes only 0.1% of the en-de set and the filter
is not present in the generated configuration. On
the other hand, the language identification score
for the en-uk set does not follow this trend: the
default thresholds filter out a substantial portion of
the data, 10.6%, but it is still rejected by the auto-
generation method.

In total, filtering with default values keeps
22,586,611 (75.3%) sentence pairs for the en-
de set and 8,069,599 (64.0%) for the en-uk set.
In turn, after filtering with the autogenerated
threshold parameters, the dataset size for en-de
is 19,417,755 (64.7%) and for en-uk 8,316,491
(66.0%) sentence pairs. The en-de training sets
have 19,031,231 overlapping sentence pairs which
is 84.3% of the default set and 98.0% of the auto-
generation set. For en-uk, the number of overlap-
ping sentence pairs is 7,280,959 which is 90.2% of
the default set and 87.5% of the autogeneration set.

4.3 Results

The trained translation models are evaluated with
three evaluation metrics: BLEU (Papineni et al.,
2002), chrF (Popovié, 2015) and COMET (Rei et
al., 2020). We use SacreBLEU (Post, 2018) to
calculate BLEU and chrF. COMET is computed
with the unbabel-comet Python package® us-
ing evaluation model wmt20-comet-da. Addi-
tionally, we conduct significance testing by us-
ing paired bootstrap resampling (Koehn, 2004) to
compare the filtered training sets to the baseline,
and to compare the default and autogeneration
methods to each other. Results are shown in Ta-
ble 3 for the WMT?22 general test sets (Kocmi et
al., 2022).

Autogeneration performs better than the base-

https://github.com/Unbabel/COMET
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line for all metrics and language pairs. The perfor-
mance gains are especially noticeable for the en-
uk and uk-en translation pairs. Default filtering
scores are higher than the baseline in all transla-
tion directions except en-de where the scores are
not significantly different from the baseline by any
metric. Autogeneration outperforms default filter-
ing in all language pairs except de-en for which
there are no significant performance differences
between the two approaches.

These results suggest that the proposed method
is able to improve the translation quality of mod-
els trained on parallel corpora that are filtered by
extracting and clustering corpus-specific features.
Additionally, our method makes the corpus filter-
ing phase more efficient. We select the filters and
their thresholds based on a 100k sentence pair sam-
ple of a much larger corpus. This allows us to
avoid unnecessarily running filters that do not re-
move noisy sentence pairs on the whole corpus. In
our experiments, running the filters with default
parameters took 1h3m12s for en-de and 31m21s
for en-uk. Using the generated configurations, the
filtering times were 47m4s (25.5% faster) for en-de
and 18m35s (40.7% faster) for en-uk. Generating
the filtering parameters takes one to two minutes.
The filters used in this work are quite inexpensive
and fast to run but our method can be easily ex-
panded to more demanding cleaning.

5 Conclusion

We propose an unsupervised method for selecting
filters and filtering thresholds for OpusFilter. We
evaluate our method in translation tasks where we
train models on data filtered with the default pa-
rameters of OpusFilter and another set of mod-
els trained on data filtered with generated filter-
ing configuration files. The autogeneration method
outperforms the default parameters in almost all
cases. Additionally, our method makes corpus fil-
tering more efficient as we only run useful filters
with appropriate parameters on the full training set.

In future work, we will evaluate our method in a



larger variety of corpus cleaning scenarios to con-
firm our findings. One point of interest is to test
the method for corpora with different proportions
of noisy data. We will also conduct tests in low-
resource language settings. Additionally, we will
evaluate the effects of expanding our approach by
integrating a larger range of different filters. In or-
der to improve the autogeneration method, more
careful analysis of the feature selection process
will be performed, for example manual evalua-
tion of sentence pairs in noisy and clean categories
in order to assess the clustering accuracy. We
will also explore using statistical inference (e.g.
Welch’s t-test) for finding effective filters as an al-
ternative for the feature importance analysis. Re-
lying on statistical significance could be a more ro-
bust approach for discarding filters than the current
rejection coefficient method.
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Abstract

There are several parallel corpora available
for many language pairs, such as CCMa-
trix, built from mass downloads of web
content and automatic detection of seg-
ments in one language and the transla-
tion equivalent in another. These tech-
niques can produce large parallel corpora,
but of questionable quality. In many cases,
the segments are not in the required lan-
guages, or if they are, they are not transla-
tion equivalents. In this article, we present
an algorithm for filtering out the segments
in languages other than the required ones
and re-scoring the segments using SBERT.
A use case on the Spanish—Asturian and
Spanish—Catalan CCMatrix corpus is pre-
sented.

1 Introduction

1.1 Parallel corpora crawled from the web

There are several web-derived very large parallel
corpora available for a high number of language
pairs. Paracrawl' (Bafién et al., 2020) is a paral-
lel corpus created crawling the web searching for
multilingual pages. At the moment it offers par-
allel corpora from English to 38 languages and 6
additional language pairs not including English.
Wikimatrix? (Schwenk et al., 2021a) is created us-
ing Wikipedia to automatically find translated sen-
tences. It includes 96 languages, totalling 16,720
language pairs. CCAligned® (El-Kishky et al.,
2020) is a corpus f