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Abstract: Vibrational spectroscopy facilitates in vivo analysis of chemical reactions. Characteristic peaks in the spectra serve 
as fingerprints for the identification of certain chemical groups or bonds (like C-X, O-X, M-X; M=metal, X=H, O, C) and thus 
deliver insight and understanding. At the same time, peak position and shapes can be affected by interactions of the probed 
species with its neighborhood. In this work we investigate such neighborhood effects for the vibrational spectra of several small 
molecules that are adsorbed on copper nanoclusters and are important in heterogenous catalysis. We compute the infra-red 
spectra with ab initio molecular dynamics (AIMD) [1], using the Fourier transform of the autocorrelation function of the 
molecular dipole moment obtained from AIMD. This method allows us to go beyond the harmonic approximation. The 
temperature of the AIMD simulations is controlled with a Nosé-Hoover chain thermostat [2] and density functional theory was 
used as an electronic structure method utilizing the Perdew–Burke–Ernzerhof (PBE) [3] exchange-correlation functional.  

In this work, we are comparing the effects of temperature, cluster size, binding site and coverage on the simulated spectra (see 
Fig. 1 for an example of methanol bound to a small Cu13 nanocluster). We observe that the presence of the copper nanocluster 
shifts the peak positions in a non-uniform manner. The copper nanocluster furthermore broadens the vibrational peaks and 
enhances the contribution of certain vibrational modes. This work will help us to characterize vibrational spectra of catalytically 
relevant molecules and will, in the future, be part of an automatic approach to identify species using infra-red spectroscopy. 
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Figure 1 Computed infrared spectra of copper nanocluster (Cu13) with adsorbed methanol on it using AIMD. 



DEVELOPMENT OF COMPUTATIONAL MAGNETIC RESONANCE FINGERPRINTING METHODS  BASED ON NMR 

BLOCH FLOW EQUATIONS AND ARTIFICIAL NEURAL NETWORKS FOR DIFFERENTIATING INTRA-AXIAL BRAIN 

TUMORS.  

Abstract 

Magnetic resonance fingerprinting (MRF) enables fast and multiparametric Magnetic resonance imaging (MRI). Despite fast 

acquisition, the state-of-the-art reconstruction of MRF based on dictionary matching is slow and lacks scalability. To overcome these 

limitations, neural network (NN) approaches estimating MR parameters from fingerprints have been proposed. Here, exploring NN-

based MRF reconstruction to jointly train the forward process from MR parameters to fingerprints and the backward process from 

fingerprints to MR parameters by leveraging Artificial neural networks (ANNs). As a proof-of-concept, various experiments were 

performed showing the benefit of learning the forward process, i.e., the Bloch simulations, for improved MR parameter estimation. 

The benefit especially accentuates when MR parameter estimation is difficult due to MR physical restrictions. Therefore, ANNs might 

be a feasible alternative to the current fully backward-based NNs for MRF reconstruction. 

Aim and Objectives:  

The aim of this study is to develop a computational magnetic resonance fingerprinting (MRF) methods based on nuclear magnetic 

resonance (NMR) Bloch flow equations and artificial neural networks (ANN) for differentiating intra- axial brain tumors.  

The objectives of this study are: 



i. to design a machine learning (ANN) for parameters estimation and trained with Bloch simulated data in other to avoid the need 

for huge database. 

ii. to design ANN so as to allow parameters estimation of T1, T2 and T* relaxation times that is orders of magnitude faster than   

current database comparison. 

iii. to determine model performance under MRF pattern matching. 

 

iv.  to determine quantitative differences between solid tumour regions of lower grade gliomas and metastases and peritumoral    

regions of glioblastomas and lower grade gliomas.  
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Donor spins in silicon are a promising implementation of qubits for scalable quantum computers. They have many beneficial
features such as high gate fidelities and long coherence times [1]. Furthermore, the existing semiconductor infrastructure would
allow starting mass production fast. However, there is no good way to couple individual spins to each other, and the current
readout mechanism, namely the single electron transistor, requires millikelvin temperatures and bulky electric wiring for each
qubit, complicating scalability.

Our goal is to use an optomechanical quantum bus which will allow optical readout of the donors, which themselves don’t
have optical transitions. The optomechanical system is a sliced silicon nanobeam in Fig. 1 [2]. The two beam halves oscillate
freely, causing displacement and strain to the silicon. The donor spins couple to the nanobeam’s motion via strain [3], causing
changes in its resonance frequency which can be measured optically.

Fig. 1: Left: An SEM picture of the sliced silicon nanobeam. Right: The chain of interacting systems in our setup. When brought
close to resonance with the mechanical frequency, the donor spins couple to the mechanical motion of the beam halves via strain.
The mechanical motion couples to the electromagnetic field in the optical cavity, defined by the tooth pattern.

In addition to spin state readout, our setup could allow for coherent spin-mechanics state transfer when the nanobeam is
cooled down close to its ground state. If multiple spin qubits are coupled to the same resonator, this can be exploited for
controlled spin-spin coupling or even preparing the mechanical resonator into non-classical states to explore the fundamental
boundaries between quantum and classical world.

In this presentation I will present numerical simulations and characterization of crucial elements of our setup.
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Semiconductor quantum dots (QDs) act as deterministic solid-state sources of single and entangled photons which 
can be used in long-distance coherent fiber optic links to enable a new generation of quantum key distribution -
based communication networks [1]. In addition to quantum communication applications, semiconductor QDs pave 
the way for a scalable approach to integrating non-classical light sources with miniaturized quantum photonic or 
electronic components. A remarkably successful approach for the epitaxial growth of QDs used in quantum 
photonics is based on filling nanoholes created by local droplet etching (LDE) method. LDE-QDs based on the 
GaAs/AlGaAs material have pioneered the realization of non-classical light sources by providing state-of-the-art 
performance in terms of photon indistinguishability, purity, and entanglement fidelity [2-5]. However, the QDs in 
this material system are restricted to emission in the 680-800 nm wavelength range owing to their limited direct 
bandgap range, and thus are not suitable for long-haul transmission over optical fibers or integration with Si 
photonics.  
 
In this work, we present our findings related to the development of novel GaSb QDs grown by filling LDE 
nanoholes on AlGaSb surfaces [6, 7]. Our key findings cover the details of the molecular beam epitaxy process of 
growing these GaSb QDs, their structural characteristics [Fig. 1(a)], and their photoluminescence (PL) properties  
[Fig. (b) and (c)]. The GaSb QDs exhibit extremely narrow-linewidth emission in the telecom S-band at around 
1.5 µm with room for expansion towards 2 µm and beyond. Furthermore, recent studies on non-monolithic 
integration as well as direct epitaxial growth of GaSb light sources on silicon substrates provide promising paths 
for integrating our GaSb QDs with Si photonic devices [8, 9].  
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Figure 1. (a) AFM micrograph of the droplet-etched nanoholes on AlGaSb. (b) Homogeneous ensemble PL emission after filling 
the nanoholes by a thin GaSb QW layer and AlGaSb barrier in order to form GaSb QDs exhibiting narrow-linewidth ground 
state emission close to 1.5 µm. (c) Single-QD PL with narrow-linewidth excitonic emission with linear power dependency.  
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Mid-Infrared light sources emitting at 2-3 µm are getting attention in industries for eye-safe Light Detection and 
Ranging (LIDAR) sensors, medical diagnostics, molecular spectroscopy, and trace-gas sensing due to molecular 
fingerprints in these spectral regimes [1]. Recently, high-power, broadband light sources operating at 2.0 µm become 
a choice for non-destructive imaging, and in-situ thickness monitoring due to the deep penetration of the wavelength 
[2-3]. Supercontinuum light sources can provide a widely tunable spectrum that can be used for Optical Coherence 
Tomography (OCT) scanning, however suffering from bulkiness, and high expense, which also requires a large 
tabletop fiber-optic setup [4]. Semiconductor chip-based miniaturized devices like high power Superluminescent 
diodes (SLDs) with limited bandwidth have been already reported that can address this problem [5]. However, in the 
mid-IR spectrum, very less studies have been made to improve the bandwidth of semiconductor light sources using 
asymmetric quantum wells (QWs). To this end, we have designed and fabricated a novel asymmetric quantum wells-
based semiconductor gain structures emitting around 2.0 µm wavelength. These structures were used to study the 
photoluminescence of different QWs and to prepare laser diode chips for their performance analysis.   
 
The active area of the devices consists of two compressively strained GaInSb/AlGaAsSb quantum wells having 
different thicknesses. We present analysis from laser diodes and photoluminescence samples to explore the 
characteristics of asymmetric QWs. The achieved result can also pave the way to produce ultra-broadband high-
power single-mode gain chips to build low-cost, compact sensing and scanning systems. 
 
Keywords: Semiconductors, Superluminescent Diodes, Quantum-wells, Imaging, Sensing 
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Trends such as advances in technology, globalization, changing population characteristics, and changes in natural environment 
are continuously reshaping the world of work. Especially in rapidly growing fields   there is a need for being up-to-date of 
what is needed for companies to thrive in global competition. One of these growing fields is photonics [1], the technology of 
generating and harnessing light and other forms of radiant energy. Pressure has been rising for higher education to recognize 
the skill demands of the companies in order to promote students’ post-graduate employment.  
 
This photonics education development project aimed to improve students’ employability skills in the international Master’s 
Degree Programme in Photonics at the University of Eastern Finland, and to promote educational collaboration with 
technology companies. In this project, the laboratory education included in the programme was be reformed so that instead of 
conventional ‘cookbook’ type laboratory experiments students now get to develop solutions to authentic research assignments 
provided by photonics companies or other companies benefitting from photonics applications. While working around the 
authentic assignments, students get an insight on what it is like to Besides enhancing the mastery of subject matter, the new 
laboratory activities promote those employability skills that are pivotal in the perspective of modern workplaces, such as 
problem solving skills, analytical and critical thinking skills, and team working skills [2]. 
 
In developing the laboratory education, physics education research was utilized focusing especially on applying an 
instructional model called argument-driven inquiry (ADI). ADI is an approach to laboratory instruction that engages students 
in argumentative group discussions to make sense of natural phenomena or to solve a shared problem [3,4]. The ability to 
present and critically evaluate arguments can be considered an essential ability for knowledge workers and other specialists 
working in the fields of science and technology. At the same time, ADI gives students an opportunity to learn how to critically 
read, write, and speak in the context of science [3,4]. Hence, using the argument-driven inquiry as an instructional framework 
while engaging students with research assignments coming from businesses enables concurrent development of general 
employability skills without needing to bargain from the acquisition of the core academic skills.  
 
As a result of this development project, the university photonics education meets the skill demands of the changing working 
life better than it has done in the past. Students reported average to high motivation owing to authentic research assignments 
and interaction with the representatives from the collaboration companies. Working in close proximity with the companies also 
made it easier for students’ to contact them after the laboratory course and applying for summer jobs and discussing topics for 
master’s theses. We suggest that further research would delve more into the possible methods to promote the employability 
skills in higher level science education and to intertwine educational collaboration with companies in the more conventional 
courses.   
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The Advanced Computing Hub at the Univeristy of Helsinki is a EUROfusion funded group 

dedicated to improving high performance computing codes for fusion research as well as 
developing AI based methods for the same purpose. The group has been effectively operational for 
about a year and a half. The highlights so far can be summarized as following: Development of a 
GPU-enabled quad-precision solver for the DREAM code that is designed for risk assessments of 
runaway electrons in fusion plasma; Optimization and parallelization of the MIGRAINE code for 

particle transport in plasma; 'Clean-up' of a 1980's designed Grad-Shafranov solver; Optimization of
the TabGap potential implementation in LAMMPS for reactor wall material damage simulations; 
Application of Bayesian methods for parameter calibration and uncertainty quantification in fusion 
plasma prediction tools; Application of AI methods for data-driven predictions for theoretically and 
computationally challenging parts of the fusion plasmas and materials; Development of a 

disruptively new version of the EIRON code for neutran particle transport.
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Figure 1. Multi scheme ionization inlet (MION) 
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Furan as one of the most common products of the thermal cracking of biomass is an important five-member heteroatom-containing 
VOC present in the atmosphere existing in sufficient quantities to affect atmospheric oxidant levels and secondary pollutant 
formation. Being an aromatic hydrocarbon, furan is very reactive according to its electrophilic substitution reactions. In the 
troposphere, atmospheric furan is expected to be mainly oxidized by OH during the daytime and NO3 at night. Furan and its alkyl 
derivatives (furans) and their chemical transformations are generally oversimplified in gas-phase chemical mechanisms used for 
air quality predictions and atmospheric modeling studies. They are typically lumped as reactive aromatics, which largely 
underpredicts their oxidation rates. So, it is important to assess the SOA formation potential of furan and its role in SOA 
production since its emission contributes to the formation of ultrafine particles [1,2,3].   

 

 

 The experimental work involves chemical ionization and 
detection of highly oxygenated molecules (HOM) using  

o Chemical ionization orbitrap mass spectrometer 
(CIMS) 

o Multischeme chemical ionization inlet (MION) 
(Fig.1) [4] 

o Variable reaction time-scale flow reactor setup 
 Bromide (Br-) ionization was used for product detection. 
 OH radicals were produced by the reaction of 

trimethylolethane (TME) with O3. 
 
 
 

 Primary analysis of 2-methylfuran and 2,5-dimethlfuran oxidation spectrum show formation of HOM using 5 s, 7.5 s and 
10 s residence time setup respectively. 

 The background oxidation was analyzed without turning on the VOC flow. The peaks grew after 2,5-dimethylfuran flow 
was turned on and dropped when 2,5-dimethylfuran flow was disconnected. 

 The production of OH was also terminated to ensure that formation of HOM is because of oxidation of 2-methylfuran. 
 We plan to analyze other furans as well as more hydrocarbon systems and give constraints (in terms of different 

substitutions, residence time, temperature, and pressure) for their potential HOM formation. 
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Solar energetic particle (SEP) events are major outbursts of energetic charged particle radiation from the Sun. These events are
related  to  solar  flares  and  fast  coronal  mass  ejections  (CMEs).  Flares  are  presumed  to  accelerate  particles  in  magnetic
reconnection processes, whereas fast (speeds > 1000 km s–1) CMEs drive shock waves through the corona that are known to be
able to accelerate particles.  Electron acceleration has  traditionally been ascribed to reconnection  in flares  whereas  proton
acceleration  is believed to be e.cient  in  CME-driven shocks.  Recent  observational  evidence [1],  however,  suggests  that
shocks may be important in electron acceleration as well. Almost all major eruptions are related to both flares and CMEs so the
association of the accelerated particles to these eruptive phenomena is often subject to debate.

We have analysed a set of 31 SEP events using data from recently launched heliospheric spacecraft, i.e., ESA’s Solar Orbiter
and BepiColombo and NASA’s Parker Solar Probe. In addition, we use data from near-Earth spacecraft (SOHO and Wind) as
well as from the  STEREO A spacecraft in orbit around the Sun somewhat away from the Earth’s. We determined the peak
intensities of ~25 MeV protons and ~100 keV and ~1 MeV electrons in these events and performed correlation studies of the
intensities  against  each  other  with di;erent  values  of the angular  distance  of  the observer  from the eruption centre.  The
distance is measured as the heliolongitudinal separation of the footpoint of the interplanetary magnetic field line connecting the
observer to the Sun and the site of the X-ray flare related to the event. We separated the events to well connected (separation
> 30°) and poorly connected events (separation > 30°) and correlated the electron and proton observations. Poorly-connected
events show a single population of events with weakly correlated proton and electron peak intensities, consistent with the idea
that these particles are all accelerated by the CME-driven shock wave. Well-connected events, on the other hand, show two
event populations. One, where proton intensities are low and weakly anti-correlated with electron intensities, and another with
higher proton peak intensities, but with weakly correlated electron and proton peak intensities.

A possible interpretation of these results is that well-connected events have a contribution from the flare accelerated events,
which is absent  from the poorly connected  events.  Poorly connected  events would thus be accelerated by shocks.  Shock
accelerated events would also constitute the proton-rich population of the well-connected events.

We will present the correlations as well as analyse other key parameters like the intensity rise times (from back ground to
peak) in our event sample.
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X-ray phase-contrast and dark-field imaging are novel imaging methods that are very attractive, especially, for soft-tissue
analysis [1]. Phase-contrast imaging (PCI) utilizes the phase shift or refraction taking place when X-rays interact with a sam-
ple. Dark-field imaging (DFI), in turn, measures differences in (small-angle) scattering power inside the sample. Compared to
conventional attenuation-based imaging, PCI provides higher contrast between materials of similar density [2], while DFI gives
information from structures even below the spatial resolution capabilities of the setup (micrometer or sub-micrometer scale) [3].
X-ray phase-contrast and dark-field imaging were recently made available to laboratories using conventional X-ray tubes by
advancements in grating interferometry [3], [4]. In recent years, the method has advanced towards clinical applications (such as
mammography [5] and chest X-ray imaging [6]), but stability and dose issues [7], [8], mainly, have held it back from reaching
routine use.

We have built a three-grating Talbot-Lau interferometer at the University of Helsinki X-ray laboratory offering a test bed for
new developments, and for interesting scientific studies. It provides phase shift, attenuation/transmission and dark-field images
in 2D and 3D, all in one measurement. We will present the current state of our setup, and show results from our work concerning
the optimization of the device, as well as imaging of several phantoms and biological samples. These results show that our setup
can be used in a relatively unstable laboratory setting with the help of software and hardware optimizations, and can provide
much higher contrast with soft-matter samples. Additionally, the transmission, phase-contrast and dark-field images all provide
complementary information, each having benefits depending on the sample.

Fig. 1: Lateral slices from reconstructed tomography data sets of a piece of pork (a and b) and a sausage (bratwurst) filled with
cheese and bacon (c and d). Both samples were placed in a cylindrical plastic tube filled with ethanol. The pork sample was
additionally submerged in a water container (to reduce beam-hardening and phase-wrapping artefacts). A clear improvement
in contrast is seen in the phase-contrast image (b) compared to the transmission image (a). In the case of the sausage sample,
the dark-field image provides the most useful complementary information: While some areas in the transmission image (c) have
nearly the same gray values, the contrast between the same areas in the scattering-based dark-field image (d) is much more
pronounced.
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In the 2eld of particle accelerators, the coating of Niobium over Copper has been considerably pronounced due to some 
desirable advantages, such as stable superconducting properties of Nb, a3ordable costs and high electrical conductivity of Cu. 
Accordingly, Nb-coated Cu can be a suitable candidate for superconducting radio frequency (SRF) cavities [1]. Two 
techniques have been widely performed to synthesize the Nb 2lms over Cu, i.e., direct current magnetron sputtering (DCMS) 
and high power impulse magnetron sputtering (HiPIMS). The quality and surface morphologies of the deposited 2lms are 
di3erent in DCMS and HiPIMS because of the di3erent working conditions. DCMS brings a higher degree of porosity and 
surface roughness to the 2lms as well as the 2lm grows in columnar structure [2]. On the other hand, in HiPIMS, the thin 2lms 
are denser, smoother, and void-free thin 2lms [3]. Here, through modeling the conditions of each deposition method, i.e., 
DCMS and HiPIMS, we employed molecular dynamics simulations to investigate the deposition of Nb over Cu. By comparing
the experimental results with our computational simulations on several features (e.g., surface roughness), it was found that our 
results have high accuracy in mimicking the Nb-deposited 2lms. Additionally, we focused on the temperature of the sample 
and the deposition energy to explore the di3erences between the two simulated methods at the atomic level. According to the 
results, in the HiPIMS technique, the combination of dynamic thermal annealing and ballistic e3ects can explain the formation 
of the most compact Nb 2lm grown on the Cu substrate.
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Particle size distribution in ambient air has significant impacts on both climate and human health. For example, light scattering 
and particle’s ability to act as cloud condensation nuclei are strongly affected by particle size [1] and the location of deposited 
particle in the respiratory system is determined by particle size [2]. Particle size distributions from different emission sources 
vary significantly. Therefore, the information on the particle size distributions from different sources is essential when 
assessing their health and climate impacts. 
In this study atmospheric aerosol size distributions were studied during the events with a different dominant particle source [3] 
Measurement was made in northern Helsinki at a detached housing area. Instrument used in the measurements was a Scanning 
Mobility Particle Sizer (SMPS). The studied particle sources are traffic (TRA), wood combustion (WB), biogenic aerosol 
(BIO) and long-range transport (LRT). The event types were identified based on the existing knowledge of the sources in the 
area, time of the events, particle chemistry and gaseous chemistry. 
 

Figure 1. Average 
particle number and 
volume size 
distributions during 
wood burning (WB), 
traffic (TRA), biogenic 
(BIO), and long-range 
transport (LRT) events. 

The particle number 
size distributions 
were found to be 
significantly different 
from the different 
sources with TRA 
producing the 
smallest particles 

with mode of 25 nm, followed by WB with mode of 46 nm, BIO and LRT with modes of 69 nm (Fig. 1). Notably, the size 
distributions also had very different shapes in addition to different modes. Number-wise the strongest events in the area were 
TRA and WB events, but when considering particle volume, the most significant events were WB and LRT events. As a 
conclusion the WB produces particles in a wide size range and has significant contributions in both number and volume 
distributions. Whereas TRA is a significant contributor to number concentration but the effect on volume is limited and LRT 
contributes significantly to volume but not to the number concentrations. BIO events have minor contribution in both number 
and volume. 
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Photovoltaic technologies are crucial for the transition from conventional to green and renewable energy production. New
material systems are continuously being explored to increase power conversion efficiencies, reduce cost, and improve device
longevities. Hybrid organic-inorganic perovskites emerged a decade ago as promising materials. While the efficiencies of
perovskite solar cells rival those of silicon-based devices, commercial adoption has been hampered by stability and toxicity
problems. In this study, we explore the perovskite-inspired quaternary mixed-metal chalcohalides A2BCh2X3 material system,
where the A-site is occupied by ns

2 lone pair cations (group IV), the B-site by group V elements, the Ch-site by chalcogens and
the X-site by halogens. A2BCh2X3 materials have the potential to overcome the aforementioned problems [1], [2], [3], and still
deliver high conversion efficiencies [4]. The experimental band gap of the lead-free Sn2SbS2I3 material, for example, is ⇠ 1.5eV
and a conversion efficiency of 4% has already been reported [3], [5].

We apply density functional theory to the A2BCh2X3 system to find materials with band in the range of 1.5 to 2.0 eV. For
the B-site we consider antimony (Sb), bismuth (Bi), and indium (In), for the Ch-position sulfur (S), selenium (Se), and tellurium
(Te), and for the X-position chlorine (Cl), bromine (Br), and iodine (I). For the A-site, we are primarily interested in tin (Sn), but
include lead (Pb) for comparison. For each of the 54 A2BCh2X3 compounds, we computed the structural and energetic stability
(e.g., formation energy) within three space groups - Cmcm, Cmc21 and P21/c, see Fig. 1 - and calculated the fundamental band
gaps. The formation energies vary in the range of �360 to �797, �365 to �855, and �412 to �825 meVAtom�1, and the band
gaps in the range of 0 to 2.519, 0.186 to 2.316, and 0.021 to 2.913 eV for Cmcm, Cmc21, and P21/c, respectively. Screening
the tin-based compounds for stability and suitable band gap, we identify Sn2InS2Br3, Sn2SbS2I3, and Sn2SbSe2Cl3 as promising
materials, which will be further studied experimental and theoretically to test their performance in photovoltaic devices.

Fig. 1: Three space groups [Cmcm (left), Cmc21 (center) and P21/c (right)] in which the A2BCh2X3 system can be found.
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Using an atomistic tight-binding model, we study the characteristics of a Josephson junction formed by monolayers of MoS2

sandwiched between Pb superconducting electrodes. We derive and apply a Green’s function-based formulation to compute

the Josephson current in this system, as well as the local density of states in the junction. Our computations of diagonal and

off-diagonal components of the local density of states reveal the presence of triplet superconducting correlations in the MoS2

monolayers and a spin-polarized subgap (Andreev bound) states. Our formulation can be extended to study other systems where

atomistic details and large scales are needed to obtain accurate modeling of Josephson junction physics.

Our studies reveal that the contributions to the spin polarization coming from different regions of the Brillouin zone differ

substantially, with the dominant one coming from states near the K and K
0

symmetry points where spin splitting of the valence

band of MoS2 is the strongest. Our analysis goes further and identifies a clear manifestation of the important interplay between

lattice symmetry and spin-orbit coupling in establishing the intensity of this spin polarization, with monolayer systems (where

mirror symmetry is present) showing stronger polarization and a richer structure of in-gap states than bilayer systems (where

inversion symmetry occurs). The same effect appears in the amount of induced triplet superconductivity on MoS2, which is

markedly stronger for monolayer systems. Put together, these results point to the possibility of manipulating the spin polarization

in dichalcogenide Josephson junctions by employing junction geometries that enhance the contributions from certain regions in

k-space.

The methodology developed in this paper could be applied to study supercurrents and resonant bound states in other Josephson-

junction-based systems where atomistic, large-scale modeling is required for an accurate description of the physics involved.

Fig. 1: (a) Local density of states (LDOS) showing Andreev bound states (ABSs) for a single monolayer Pb-MoS2-Pb Josephson

junction as a function of the phase difference. (b) The primitive cell of reciprocal space where quadrants are indicated for spin

resolved calculations. The spin polarization of the LDOS calculated ABSs over a quadrant of the primitive cell: (c) quadrant Q1

(blue), (d) quadrant Q2 (red), (e) quadrant Q3 (magenta), and (f) quadrant Q4 (yellow).
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Surface lattice resonances (SLRs) are hybrid collective resonances of localized plasmon resonances in nanoparticles (NPs) and
diffractive modes of periodic lattices. They have been shown to dramatically decrease losses compared to pure plasmonic
resonances, giving rise to stronger local fields and thus improving the applicability of NP arrays in applications such as nonlinear
optics and lasing [1,2]. Efforts have also been made to develop approaches to actively tune the properties of SLRs [3]. The
decrease of losses in SLRs is attributed to the lowering of radiative losses associated with NPs [4] because the collective mode
restricts the radiation to specific solid angles. The main techniques to reduce the radiative losses associated with NP lattices and
SLRs have been to utilize small NPs and to increase the lattice spacing. Unfortunately, both design strategies also decrease the
visibility of SLRs, necessitating to compromise between the quality factor (Q-factor) and the visibility of the resonance peak [5].

Here, we propose an approach that can potentially overcome the above limitations enabling to design and realize SLRs that
simultaneously exhibit ultrahigh Q-factors (>104) and high peak visibilities. We utilize dipolar electric Green’s function of
the first kind in a rectangular waveguide to calculate dyadic empty-lattice approximation of an arbitrary unit cell. Lattice-sum
approach (LSA) is then utilized to estimate the linear properties of the system. The results show that collective resonances in
plasmonic–waveguide systems appear near wavelengths that satisfy

l = neff ⇥ p/N (1)

where neff is the effective refractive index of the waveguide mode, p is the periodicity of the unit cell in the direction of prop-
agation and N is a non-negative integer. Interestingly, the resonances can be enhanced or suppressed completely in the dipolar
approximation by carefully considering NP positions and driving fields. This effect can potentially allow mode-selective cou-
pling of light into the waveguides. The effect is demonstrated in Fig. 1, where the NP positions at the center of the waveguide
forbid coupling of light into certain waveguide modes (such as TE11, TE13, etc.). We also observe efficient zero-order coupling
between NPs near the cutoff frequencies of waveguide modes. This behavior is associated with epsilon-near-zero properties of
the waveguide near these frequencies, resulting in all of the NPs oscillating in the same phase. These results and their effect on
the overall Q-factors of the collective resonances will be presented at the conference.
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Fig. 1: LSA results for a 1D array spherical aluminium NPs inside a perfectly conducting rectangular waveguide. a) Real and
imaginary parts of and NP polarizability a , and lattice-sum term S. b) Extinction coefficients for the NPs in the structure.
Different peaks account for different modes inside the waveguide following eq. 1.
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MoEDAL-MAPP -experiment searches for avatars of new physics with the Large Hadron Collider (LHC) [1],[2]. Its main

detectors are Nuclear Track Detectors (NTD) and Magnetic Monopole Traps. The NTDs are stacks of plastic foils which are

etched after being exposed to radiation. This will reveal the tracks of the charged particles which traversed the material since

the damaged areas etch faster than the surroundings. The tracks appear as conical pits which have specific diameter and depth

based on the amount of ionization. The shapes of the pits will also depend on the angle of impact and intensity of the radiation

environment.

During Run 2 of the LHC, over 30 square meters of CR-39 foils were exposed in the Interaction Point 8 (IP8) at the MoEDAL

experiment. Due to large overall area and hard radiation environment, the identification and analysis of tracks is complicated

and require machine vision methods. We utilized the optical scanning system [3] of the Detector Laboratory of Helsinki Institute

of Physics (HIP) to detect and identify the etch pits of the foils. We developed the system by introducing different illumination

wavelength options and by processing the scanned foils to reduce the background scattering effects.

Fig. 1: Images of Si-ion tracks on CR-39 foils taken with the optical scanning system. The left image was taken from a foil

which was exposed only to the Si-beam and the right one from a foil which was in addition exposed to the radiation background

in the IP8.

After the scans we analysed the foils with various feature extraction and machine learning techniques. With the tools we can

produce hit-maps with the information about the pit dimensions. The pit information was then compared with profilometer and

white light interferometer measurements to calibrate the results.

Finally we used this information to reproduce the primary interaction with Geant4 based simulation tools. From the simula-

tion results we are able to study the underlying processes that generated the tracks in the foils.

In this contribution we will present the optical scanning system and introduce various updates to improve the foil analysis.

We will also present the machine learning tools which are required to identify and measure tracks from the scans. We will also

use the measurement results to simulate the primary interactions at the IP8 to identify the underlying physics models.
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Spin qubits in silicon are a promising candidate for processing quantum information. Silicon based quantum
computing benefits from all the large-scale infrastructure and fabrication methods already developed for clas-
sical computing. Furthermore, shallow donor electron and nuclear spins in silicon have been reported to have
very long coherence times [1,2]. However, donor spin qubits in silicon are, to some degree, constrained by
the lack of an optical interface. One proposed way of reading out the spin state is to use donor bound exciton
transition. Donor bound exciton transition enables a hybrid electro-optical readout, where transition is excited
optically and detected electrically [3]. Scaling this method down to single spins will require microfabricated
structures and exploiting silicon photonics platforms. The latter will require moving to silicon-on-insulator
(SOI) substrates where electrical exciton transition readout has not been demonstrated yet.

Due to thermal contraction, at low temperatures the metal electrodes required for localised spin readout will
unavoidably cause sharp strain profiles around them. Previous research [4] has demonstrated that strain can alter
donor spin states and their decoherence characteristics, however, the impact of strain on hole and exciton states
has not been thoroughly explored. Integrating readout with SOI technology and considering the combined
effects of strain and SOI substrate is an unresolved challenge. Here we investigate the influence of strain
on exciton transitions with the goal of combining readout and SOI technology for interfacing with silicon
photonics.

In this work [5], we present the outcomes of our recent measurements of donor bound exciton transitions in bulk
silicon substrates equipped with microfabricated electrodes. Our findings reveal numerous transitions with an
interesting dependence on magnetic fields, which can primarily be explained through strain effects. We delve
into the modeling of these strain effects and assess the mixing of states caused by strain. Finally, we consider
exciton signal in an SOI structure.

Figure 1: Measured transition energies as a function of the magnetic field overlaid with the calculated transition
energies.
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Bound-states in continuum (BIC:s) are non-radiative solutions to the wave-equation. They are characterized by their high
quality factors and come with an associated topological charge q. In real 2D systems, such as plasmonic lattices, BIC:s can be
coupled to the environment via ohmic losses or the edge of the lattice. In our recent publication we were able to observe transition
in lasing states of different topological charges [1]. These changes were achieved in a triangular lattice of hexamers where the
inter-particle distance in a single hexamer t was varied. Four different lasing states were found, three of which were BIC:s of
charges �2,�1 and 1.

To understand the transitions between these states the eigenstates of the system are identified from the C6 rotational symmetry
of the group. For comparison with the experiments, their polarization patterns and topological charges are identified with the
coupled dipole approximation. To find the energies and losses of these modes, the T-Matrix method is used. Tracking the quality-
factors Q of the eigenmodes as a function of the structure parameter t we show that the mode with the highest Q corresponds to
the experimentally observed mode. Our findings demonstrate a way of manipulating and selecting the polarization properties of
the laser allowing for greater control in design of potential devices.
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E1
2’

<latexit sha1_base64="cG+ukkhFEN9Ads0/c0Gh6L6/NhM=">AAAB73icbVBNSwMxEJ31s9avqkcvwVb0VHaLoseCCHqrYD+gXUs2zbahSXZNskJZ+ie8eFDEq3/Hm//GtN2Dtj4YeLw3w8y8IOZMG9f9dpaWV1bX1nMb+c2t7Z3dwt5+Q0eJIrROIh6pVoA15UzSumGG01asKBYBp81geDXxm09UaRbJezOKqS9wX7KQEWys1LoudSsPXumkWyi6ZXcKtEi8jBQhQ61b+Or0IpIIKg3hWOu258bGT7EyjHA6zncSTWNMhrhP25ZKLKj20+m9Y3RslR4KI2VLGjRVf0+kWGg9EoHtFNgM9Lw3Ef/z2okJL/2UyTgxVJLZojDhyERo8jzqMUWJ4SNLMFHM3orIACtMjI0ob0Pw5l9eJI1K2Tsrn99VitXbLI4cHMIRnIIHF1CFG6hBHQhweIZXeHMenRfn3fmYtS452cwB/IHz+QMDXI6r</latexit>

q = 0

<latexit sha1_base64="GqolQEYHvshtuuhiWT9PYN/8r10=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKexKRC9C0IvHiOYByRJmJ51kyOzsOjMrhCWf4MWDIl79Im/+jZNkD5pY0FBUddPdFcSCa+O6305uZXVtfSO/Wdja3tndK+4fNHSUKIZ1FolItQKqUXCJdcONwFaskIaBwGYwupn6zSdUmkfywYxj9EM6kLzPGTVWun+8crvFklt2ZyDLxMtICTLUusWvTi9iSYjSMEG1bntubPyUKsOZwEmhk2iMKRvRAbYtlTRE7aezUyfkxCo90o+ULWnITP09kdJQ63EY2M6QmqFe9Kbif147Mf1LP+UyTgxKNl/UTwQxEZn+TXpcITNibAllittbCRtSRZmx6RRsCN7iy8ukcVb2KuXzu0qpep3FkYcjOIZT8OACqnALNagDgwE8wyu8OcJ5cd6dj3lrzslmDuEPnM8fzmGNfg==</latexit>

q = +1

<latexit sha1_base64="qb58ecBm3eaxDno0qWnOlMGK6dU=">AAAB63icbVBNSwMxEJ2tX7V+VT16CRZBEMquVPQiFL14rGA/oF1KNs22oUl2TbJCWfoXvHhQxKt/yJv/xmy7B219MPB4b4aZeUHMmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUtHiSK0SSIeqU6ANeVM0qZhhtNOrCgWAaftYHyb+e0nqjSL5IOZxNQXeChZyAg2mfR4feb1yxW36s6AlomXkwrkaPTLX71BRBJBpSEca9313Nj4KVaGEU6npV6iaYzJGA9p11KJBdV+Ort1ik6sMkBhpGxJg2bq74kUC60nIrCdApuRXvQy8T+vm5jwyk+ZjBNDJZkvChOOTISyx9GAKUoMn1iCiWL2VkRGWGFibDwlG4K3+PIyaZ1XvVr14r5Wqd/kcRThCI7hFDy4hDrcQQOaQGAEz/AKb45wXpx352PeWnDymUP4A+fzBzbhjbQ=</latexit>

q = �1

<latexit sha1_base64="s88uL6jesba460eP3LLV1Pu6prc=">AAAB63icbVBNSwMxEJ2tX7V+VT16CRbBi2VXKnoRil48VrAf0C4lm2bb0CS7JlmhLP0LXjwo4tU/5M1/Y7bdg7Y+GHi8N8PMvCDmTBvX/XYKK6tr6xvFzdLW9s7uXnn/oKWjRBHaJBGPVCfAmnImadMww2knVhSLgNN2ML7N/PYTVZpF8sFMYuoLPJQsZASbTHq8PvP65YpbdWdAy8TLSQVyNPrlr94gIomg0hCOte56bmz8FCvDCKfTUi/RNMZkjIe0a6nEgmo/nd06RSdWGaAwUrakQTP190SKhdYTEdhOgc1IL3qZ+J/XTUx45adMxomhkswXhQlHJkLZ42jAFCWGTyzBRDF7KyIjrDAxNp6SDcFbfHmZtM6rXq16cV+r1G/yOIpwBMdwCh5cQh3uoAFNIDCCZ3iFN0c4L8678zFvLTj5zCH8gfP5AznrjbY=</latexit>

q = �2

<latexit sha1_base64="yIusertgw6z2sp2Pq7pNJ7q1BSw=">AAAB63icbVBNSwMxEJ31s9avqkcvwSJ4seyWil6EohePFewHtEvJptk2NMmuSVYoS/+CFw+KePUPefPfmG33oK0PBh7vzTAzL4g508Z1v52V1bX1jc3CVnF7Z3dvv3Rw2NJRoghtkohHqhNgTTmTtGmY4bQTK4pFwGk7GN9mfvuJKs0i+WAmMfUFHkoWMoJNJj1en1f7pbJbcWdAy8TLSRlyNPqlr94gIomg0hCOte56bmz8FCvDCKfTYi/RNMZkjIe0a6nEgmo/nd06RadWGaAwUrakQTP190SKhdYTEdhOgc1IL3qZ+J/XTUx45adMxomhkswXhQlHJkLZ42jAFCWGTyzBRDF7KyIjrDAxNp6iDcFbfHmZtKoVr1a5uK+V6zd5HAU4hhM4Aw8uoQ530IAmEBjBM7zCmyOcF+fd+Zi3rjj5zBH8gfP5Aztvjbc=</latexit>

(b)

<latexit sha1_base64="gnvFdhcsCjV10zz4EHsZVl//9UQ=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3KHoM6MFjRPOAZAmzk9lkyOzsMtMrhJBP8OJBEa9+kTf/xkmyB00saCiquunuChIpDLrut5NbW9/Y3MpvF3Z29/YPiodHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Gbmt564NiJWjzhOuB/RgRKhYBSt9FAOznvFkltx5yCrxMtICTLUe8Wvbj9macQVMkmN6Xhugv6EahRM8mmhmxqeUDaiA96xVNGIG38yP3VKzqzSJ2GsbSkkc/X3xIRGxoyjwHZGFIdm2ZuJ/3mdFMNrfyJUkiJXbLEoTCXBmMz+Jn2hOUM5toQyLeythA2ppgxtOgUbgrf88ippViveReXyvlqq3WZx5OEETqEMHlxBDe6gDg1gMIBneIU3RzovzrvzsWjNOdnMMfyB8/kDjMKNUw==</latexit>

(a)

<latexit sha1_base64="4wYj5y716zCV+GI8OnJX46eB/wc=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3KHoM6MFjRPOAZAm9k9lkyOzsMjMrhJBP8OJBEa9+kTf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFWUNGotYtQPUTHDJGoYbwdqJYhgFgrWC0c3Mbz0xpXksH804YX6EA8lDTtFY6aGM571iya24c5BV4mWkBBnqveJXtx/TNGLSUIFadzw3Mf4EleFUsGmhm2qWIB3hgHUslRgx7U/mp07JmVX6JIyVLWnIXP09McFI63EU2M4IzVAvezPxP6+TmvDan3CZpIZJulgUpoKYmMz+Jn2uGDVibAlSxe2thA5RITU2nYINwVt+eZU0qxXvonJ5Xy3VbrM48nACp1AGD66gBndQhwZQGMAzvMKbI5wX5935WLTmnGzmGP7A+fwBiz2NUg==</latexit>

(d)

<latexit sha1_base64="KF5fKzfxyhjduA7cywlXnMznxmY=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRahXspuUfRY8KK3ivYD2qVks9k2NJssSVYoS3+CFw+KePUXefPfmLZ70NYHA4/3ZpiZFyScaeO6305hbX1jc6u4XdrZ3ds/KB8etbVMFaEtIrlU3QBrypmgLcMMp91EURwHnHaC8c3M7zxRpZkUj2aSUD/GQ8EiRrCx0kM1PB+UK27NnQOtEi8nFcjRHJS/+qEkaUyFIRxr3fPcxPgZVoYRTqelfqppgskYD2nPUoFjqv1sfuoUnVklRJFUtoRBc/X3RIZjrSdxYDtjbEZ62ZuJ/3m91ETXfsZEkhoqyGJRlHJkJJr9jUKmKDF8YgkmitlbERlhhYmx6ZRsCN7yy6ukXa95F7XL+3qlcZfHUYQTOIUqeHAFDbiFJrSAwBCe4RXeHO68OO/Ox6K14OQzx/AHzucPkU2NWg==</latexit>

(c)

<latexit sha1_base64="cBUCg+JDY8u05HgjnCJ6qDHh0Ic=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3KHoMeNFbRPOAZAmzk95kyOzsMjMrhJBP8OJBEa9+kTf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3cz81hMqzWP5aMYJ+hEdSB5yRo2VHsrsvFcsuRV3DrJKvIyUIEO9V/zq9mOWRigNE1Trjucmxp9QZTgTOC10U40JZSM6wI6lkkao/cn81Ck5s0qfhLGyJQ2Zq78nJjTSehwFtjOiZqiXvZn4n9dJTXjtT7hMUoOSLRaFqSAmJrO/SZ8rZEaMLaFMcXsrYUOqKDM2nYINwVt+eZU0qxXvonJ5Xy3V7rI48nACp1AGD66gBrdQhwYwGMAzvMKbI5wX5935WLTmnGzmGP7A+fwBj8iNWQ==</latexit>

(e)

<latexit sha1_base64="WcXt5Yba3uOj0hpzttq5qjlDBag=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3KHoMeNFbRPOAZAmzk95kyOzsMjMrhJBP8OJBEa9+kTf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3cz81hMqzWP5aMYJ+hEdSB5yRo2VHsp43iuW3Io7B1klXkZKkKHeK351+zFLI5SGCap1x3MT40+oMpwJnBa6qcaEshEdYMdSSSPU/mR+6pScWaVPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJrz2J1wmqUHJFovCVBATk9nfpM8VMiPGllCmuL2VsCFVlBmbTsGG4C2/vEqa1Yp3Ubm8r5Zqd1kceTiBUyiDB1dQg1uoQwMYDOAZXuHNEc6L8+58LFpzTjZzDH/gfP4AktKNWw==</latexit>

(f)

<latexit sha1_base64="g/Nb4ElzY8NnxBwVWQaW/MYBlak=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3KHoMeNFbRPOAZAmzk9lkyOzsMtMrhJBP8OJBEa9+kTf/xkmyB00saCiquunuChIpDLrut5NbW9/Y3MpvF3Z29/YPiodHTROnmvEGi2Ws2wE1XArFGyhQ8naiOY0CyVvB6Gbmt564NiJWjzhOuB/RgRKhYBSt9FAOz3vFkltx5yCrxMtICTLUe8Wvbj9macQVMkmN6Xhugv6EahRM8mmhmxqeUDaiA96xVNGIG38yP3VKzqzSJ2GsbSkkc/X3xIRGxoyjwHZGFIdm2ZuJ/3mdFMNrfyJUkiJXbLEoTCXBmMz+Jn2hOUM5toQyLeythA2ppgxtOgUbgrf88ippViveReXyvlqq3WVx5OEETqEMHlxBDW6hDg1gMIBneIU3RzovzrvzsWjNOdnMMfyB8/kDlFeNXA==</latexit>

0

<latexit sha1_base64="An5gB6ecKaM3NJ1h8Yfruz4kmTk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCHjy2YGuhDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjto5TxbDFYhGrTkA1Ci6xZbgR2EkU0igQ+BCMb2b+wxMqzWN5byYJ+hEdSh5yRo2Vmm6/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVq1Uvm7VK/TaPowgncArn4MEV1OEOGtACBgjP8ApvzqPz4rw7H4vWgpPPHMMfOJ8/fEuMvg==</latexit>

��/2

<latexit sha1_base64="2l6LbxCOT5cuwBOcyKcMcFZ/dcE=">AAAB7XicbVBNSwMxEJ2tX7V+tOrRS7AIXqy7paLHohePFewHtEvJptk2NpssSVYoS/+DFw+KePX/ePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ubX1jcyu/XdjZ3dsvlg4OW1omitAmkVyqToA15UzQpmGG006sKI4CTtvB+Hbmt5+o0kyKBzOJqR/hoWAhI9hYqXXei9lFtV8quxV3DrRKvIyUIUOjX/rqDSRJIioM4VjrrufGxk+xMoxwOi30Ek1jTMZ4SLuWChxR7afza6fo1CoDFEplSxg0V39PpDjSehIFtjPCZqSXvZn4n9dNTHjtp0zEiaGCLBaFCUdGotnraMAUJYZPLMFEMXsrIiOsMDE2oIINwVt+eZW0qhWvVrm8r5XrN1kceTiGEzgDD66gDnfQgCYQeIRneIU3RzovzrvzsWjNOdnMEfyB8/kDm9SOgQ==</latexit>

arb. units

<latexit sha1_base64="f8GgTessb41JQ/dDF7So8+6NzJ0=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0iKoseiF48V7Ae2oWy2m3bpZhN2J0Ip/RdePCji1X/jzX/jts1BWx8MPN6bYWZemEph0PO+ncLa+sbmVnG7tLO7t39QPjxqmiTTjDdYIhPdDqnhUijeQIGSt1PNaRxK3gpHtzO/9cS1EYl6wHHKg5gOlIgEo2ilR6pDl2RKoOmVK57rzUFWiZ+TCuSo98pf3X7CspgrZJIa0/G9FIMJ1SiY5NNSNzM8pWxEB7xjqaIxN8FkfvGUnFmlT6JE21JI5urviQmNjRnHoe2MKQ7NsjcT//M6GUbXwUSoNEOu2GJRlEmCCZm9T/pCc4ZybAllWthbCRtSTRnakEo2BH/55VXSrLr+hXt5X63UbvI4inACp3AOPlxBDe6gDg1goOAZXuHNMc6L8+58LFoLTj5zDH/gfP4ALp2Qmg==</latexit>

b

<latexit sha1_base64="xlVnnWq93Yq1PTmdXMLWC2/qLkg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2FZpQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84RK81jemUmCfkSHkoecUWOlZtAvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukfVH1atXLZq1Sf8jjKMIJnMI5eHAFdbiFBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPzmSNBQ==</latexit>

t

<latexit sha1_base64="XHBE/3R/jlJn62qdTFIzdAFRDls=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2FZpQ9lsN+3azSbsToQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvpn5nSeujYjVHU4S7kd0qEQoGEUrNbFfrrhVdw6ySrycVCBHo1/+6g1ilkZcIZPUmK7nJuhnVKNgkk9LvdTwhLIxHfKupYpG3PjZ/NApObPKgISxtqWQzNXfExmNjJlEge2MKI7MsjcT//O6KYbXfiZUkiJXbLEoTCXBmMy+JgOhOUM5sYQyLeythI2opgxtNiUbgrf88ippX1S9WvWyWavUH/I4inACp3AOHlxBHW6hAS1gwOEZXuHNeXRenHfnY9FacPKZY/gD5/MH6ayNFw==</latexit>

d

<latexit sha1_base64="3KR1ikSurZHWhKzxdtlR1jIZ+cM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseCF48t2FZpQ9lsJu3azSbsboRS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBVcG9f9dgpr6xubW8Xt0s7u3v5B+fCorZNMMWyxRCTqPqAaBZfYMtwIvE8V0jgQ2AlGNzO/84RK80TemXGKfkwHkkecUWOlZtgvV9yqOwdZJV5OKpCj0S9/9cKEZTFKwwTVuuu5qfEnVBnOBE5LvUxjStmIDrBrqaQxan8yP3RKzqwSkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYmu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynZELzll1dJ+6Lq1aqXzVql/pDHUYQTOIVz8OAK6nALDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f0WyNBw==</latexit>

en
T

<latexit sha1_base64="nEsQ3sENOjBe59/BdSVujCaecTE=">AAAB9XicdVDNTgIxGOziH+If6tFLIzHxtOnCqnAj8eIRE0AMLKRbutDQ7W7aroZseA8vHjTGq+/izbexC5io0UmaTGa+L990/JgzpRH6sHIrq2vrG/nNwtb2zu5ecf+graJEEtoiEY9kx8eKciZoSzPNaSeWFIc+pzf+5DLzb+6oVCwSTT2NqRfikWABI1gbqd8LsR77QUpng2ZfDIolZNdQtVx1IbLdcqXi1AxBbs0pn0PHRnOUwBKNQfG9N4xIElKhCcdKdR0Uay/FUjPC6azQSxSNMZngEe0aKnBIlZfOU8/giVGGMIikeULDufp9I8WhUtPQN5NZSvXby8S/vG6ig6qXMhEnmgqyOBQkHOoIZhXAIZOUaD41BBPJTFZIxlhiok1RBVPC10/h/6Rdth3XPrt2S/XbZR15cASOwSlwwAWogyvQAC1AgAQP4Ak8W/fWo/VivS5Gc9Zy5xD8gPX2CUIVkxo=</latexit>

en
L

<latexit sha1_base64="B66zwvuHVeyc6ITdxlabqMUuKmg=">AAAB9XicdVDLSgMxFM3UV62vqks3wSK4KjOl1S4Lbly4qGAf0k5LJr3ThmYyQ5JRytD/cONCEbf+izv/xkw7gooeCBzOuZd7cryIM6Vt+8PKrayurW/kNwtb2zu7e8X9g7YKY0mhRUMeyq5HFHAmoKWZ5tCNJJDA49Dxphep37kDqVgobvQsAjcgY8F8Rok20qAfED3x/ATmw6uBGBZLdrlmV6qVM2yX7QVwqji1ehU7mVJCGZrD4nt/FNI4AKEpJ0r1HDvSbkKkZpTDvNCPFUSETskYeoYKEoByk0XqOT4xygj7oTRPaLxQv28kJFBqFnhmMk2pfnup+JfXi7VfdxMmoliDoMtDfsyxDnFaAR4xCVTzmSGESmayYjohklBtiiqYEr5+iv8n7UrZqZZr19VS4zarI4+O0DE6RQ46Rw10iZqohSiS6AE9oWfr3nq0XqzX5WjOynYO0Q9Yb58Fq5Lx</latexit>

a

<latexit sha1_base64="5NaQJuja3P2H4opJ4ospcrTkNLI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJu2XK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSvqh6tepls1ap3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHxfWM7Q==</latexit>

a

<latexit sha1_base64="5NaQJuja3P2H4opJ4ospcrTkNLI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoseiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJu2XK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSvqh6tepls1ap3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHxfWM7Q==</latexit>

Fig. 1: a) The structure under study. (b) The six eigenmodes of a single hexamer. (c) The polarization patterns with filters,
polarization windings and the topological charges of the eigenmodes.
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A Quasi-Two-Dimensional Analogy to Axisymmetric Three-Dimensional Liquid Drops 
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Sessile drops are ubiquitous and important in both technological applications and everyday life. Drop sizes range from nano- to 
millimeters and their static three-dimensional (3D) shapes are determined by interfacial, gravitational and contact line forces1, 
further modified by viscous forces when the drops are moving, as have been shown by extensive studies2. Here, we show that 
there exists an interesting analogy between the aforementioned 3D sessile drops and what can be called Quasi-Two-Dimensional 
(Q2D) Pseudo-Sessile Drops (Fig. 1).  

We create such Q2D drops by confining various liquids between vertical parallel solid surfaces, resulting in very low 
aspect ratio capillary bridges that adopt projected shapes closely resembling those of true 3D sessile drops. Capillary force holds 
drops inside and apparent perfect 180° contact angle is formed since there is only air below the drop (analogous to e.g. 3D 
Leidenfrost and fizzy drops3,4). We modify the classic theory for 3D drop shapes to Q2D geometry and reach a good agreement 
with experiments when Park-Homsy correction5,6 is taken into account. The effective capillary length in the Q2D geometry can 
be continuously modified by controlling the tangential component of the gravity by tilting the drop, which is not possible in 3D 
systems.  

Analogous to the tilt experiments often performed with 3D drops, Q2D pseudo-sessile drops can be also tilted to probe 
the lateral force required to unpin and move the drop. In contrast to 3D, in Q2D the terminal velocity is nearly instantaneously 
reached and is orders of magnitude smaller due to large viscous dissipation in the confinement.  Our results suggest that viscous 
dissipation dominates for most liquids, but some liquids such as water exhibit anomalously small terminal velocities, suggesting 
presence of additional contact line forces. The presented 3D-Q2D analogy suggests that many experiments and phenomena 
observed with 3D sessile drops can be investigated in the Q2D geometry. This is foreseen to be advantageous because of 
immensely better optical access to internal structures and flows within the drops and because of new physics arising from the 
reduced dimensionality. 
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Figure 1. Quasi-Two-Dimensional (Q2D) pseudo-sessile drops are analogous to axisymmetric Three-
Dimensional (3D) liquid drops with large contact angles. The shape of Q2D pseudo-sessile drops resembles 
closely the projected shape of 3D drops: small spherical, deformed drops and large puddles. Despite the 
confinement, which is determined by the distance between parallel vertical plates (b), Q2D pseudo-sessile drop 
height (h) and width (w) are determined by capillary length as in 3D drops.   
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Physics instruction at universities aims to teach both physics content and scientific thinking, but also attitudes and beliefs about
science. The Colorado Learning Attitudes about Science Survey (CLASS) is a survey for examining students expert-like attitudes
towards physics [1]. Generally, physics majors have higher CLASS scores than minor students, and male students have, on
average, higher scores than female students. Usually, the students have more expert-like beliefs in the beginning of the studies,
and the beliefs decline during instruction [2]. The CLASS, when administered to Finnish university students, measures student
attitudes towards physics in three factors: Personal Application and Relation to Real World (PARRW), Effort and Sensemaking
(ESM), and Problem Solving Self-Efficacy (PSSE) [3]. Self-efficacy means beliefs about one’s capabilities in a given situation,
which in this context is in solving physics problems.

At the University of Helsinki, students were administered the CLASS survey from 2012 to 2021. The survey was administered
at the beginning of the studies and again in the beginning of the second semester. The resulting data set yielded N = 951 unique
answers from the beginning of studies and N = 482 paired answers where the same student answered the survey on consecutive
autumn and spring semesters.

Table 1: CLASS scores by gender, % favorable.
Significant differences pre-test to post-test are marked with ⇤,⇤⇤ ,⇤⇤⇤ (significant at p < 0.05, p < 0.01 and p < 0.001, respec-
tively).

Factor All Men Women
N 482 293 181

Overall pre 70 (14) 72 (13) 66 (15)
Overall post 69 (15) 71 (14) 65 (16)
PARRW pre 76 (23) 74 (24) 78 (22)
PARRW post 76 (23) 75 (23) 77 (24)

ESM pre 86 (19) 87 (18) 85 (21)
ESM post 83⇤⇤ (20) 83⇤ (19) 82 (22)
PSSE pre 64 (29) 70 (26) 53 (29)
PSSE post 58⇤⇤⇤ (31) 64⇤⇤ (30) 49⇤ (30)

The students who study physics at University of Helsinki have comparably high expert-like attitudes. Students who major
in Physical Sciences have higher average scores than students of other disciplines. As is common in other countries, there is a
gender gap (see Table 0). The gender gap is most pronounced in the factor PSSE. This reflects the typical finding that female
students have lower self-efficacy beliefs than male students.

However, the gender gap in ESM is negligible. Curiously, there is a small but robust reversed gender gap in PARRW, meaning
women consistently have more expert-like attitudes in statements probing the relationship between physics and their everyday
experience. This reversed gender-gap is only a few percentage points, but it robustly appears in the data collected in autumn, in
spring and across the different study tracks. Reverse gender gaps have not been reported for CLASS previously.

To summarize, the incoming physics students at the University of Helsinki have fairly expert-like beliefs about physics. The
negative changes from first to second term in studies are small but statistically significant in factors relating to sense-making and
self-efficacy. Gender gaps are smaller than reported from other countries.
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The nonlinear σ-model gives rise to linear-response quantities as well as information about the electron system via the non-
equilibrium distribution function. The latter can then be used to assess non-linearities, far-from-equilibrium noise, and other 
features [1]. Recently, the nonlinear σ-model with strong spin-orbit interaction was derived [2]. This theory leads to the Usadel 
equation, from which one can derive the kinetic equation for the electron distribution function in different types of conductors. 
 
Employing Kuprianov-Lukichev boundary conditions and the kinetic equation on hybrid structures like a normal conductor 
coupled to two reservoirs, we determine the charge current and the induced spin Hall current perpendicular to it [3]. The spin 
battery effect by ferromagnetic resonance is studied using an analogous approach. We plan to study this effect in consideration 
with strong spin-orbit interaction, along with other effects such as the spin-Nernst effect. The theory approach works also for 
superconductors, thus allowing us to treat spin Hall effects in the superconducting state, ϕ0-effect, and the Josephson diode effect, 
just to name a few.  
 
In the poster I will explain the overall structure of the non-linear σ-model and discuss how to use it for observable phenomena. 
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A large scale nuclear or radiological emergency like a severe accident at a nuclear power plant, use of a 
nuclear weapon or a radiological dispersion device could threat the functioning of the whole society. 
Radiation and Nuclear Safety Authority (STUK) has together with The National Defense Training 
Association of Finland (MPK) and National Emergency Supply Agency (NESA) launched a co-operation 
program to enhance the national radiation measurement preparedness by recruiting, training and 
equipping a voluntary radiation measurement team. The team is equipped with diverse and modern 
measurement tools and it improves Finland’s radiation measurement capacity in situations that require 
plenty of information on radiation in order to ensure safety and to support official decision making. The 
focus lays primarily on the measurement of potentially contaminated people. In later phase the 
measurement of the surroundings and infrastructure will become important. 
 
The voluntary radiation measurement team consists of about 40 persons divided into three measurement 
groups and one supporting group. The team is capable to independently carry out its duties, for example, 
to determine the radiation situation, to check the contamination of people and vehicles as well as to 
support other organizations with radiation measurements. 
 
By the end of year 2022 about 100 volunteers have been trained. The background of the volunteers is 
diverse. However, there are different kinds of tasks available for the volunteers, from a member of 
monitoring patrol to more challenging tasks like trainer or the operative leader in the volunteer 
organization. Further training of the team will continue. 
 
 

 
 

 
 

Figure 1. Training on dose rate measurements. (Photo: STUK) 

mailto:maarit.muikku@stuk.fi
mailto:ari.leppanen@stuk.fi


Highly tunable induced topological superconductivity in twisted bilayer graphene
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Moiré van der Waals heterostructures [1],[2], including graphene multilayers [3],[4] have risen as a highly tunable material for
realizing unconventional superconductivity. Interestingly, twisted graphene multilayers provide a playground for engineering
tunable electronic dispersion, even in cases when interactions do not dominate electronic properties. Here [5] we demonstrate
how a topological superconducting state can be induced in a 1.5-degree twisted graphene bilayer proximitized to an s-wave
superconductor and a ferromagnet. The topological character is enabled by the Moiré pattern and the Chern number can be tuned
through gate-controlled electronic filling, strain, and Ising spin-orbit coupling. We show that Ising spin-orbit coupling allows
switching the Chern number of the topological state, and we address the tunability of the state via strain in the system. Our
results put forward a protocol to engineer highly tunable topological superconducting states by exploiting proximity effects in
twisted graphene bilayers
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Tittle: Impulsively generated two-fluid waves in the solar chromosphere: heating and generation of plasma outflows 

Abstract 
Context. The source of thermal energy release in the solar chromosphere and the origin of the solar wind remains unsolved 
problems. 
Aims. The plasma in the chromosphere radiates more heat energy than the corona. To heat it up, an additional source of heating 
is required. This study attempts to reveal the mechanism responsible for chromosphere heating and plasma outflows which higher 
up may result in the generation of the solar wind. The ion-neutral collisions can play a significant role in the heating of the 
partially ionized plasma. The main aim of this paper is to investigate the impulsively generated two-fluid waves in a 2.5-
dimensional (2.5D) model of the chromosphere that is permeated by the vertical magnetic field with a focus to examine the 
heating and its related generation of plasma outflows. Fine attention is paid to wave damping due to ion-neutral collisions. 
Methods. Two-fluid equations are solved by the JOint ANalytical Numerical Approach (JOANNA) code. Here electrons + ions 
and neutrals are treated as separate fluids which are coupled via ion-neutral collisions. The latter acts as a dissipation mechanism 
for energy carried by two-fluid waves and may ultimately lead to the frictional heating of the partially ionized plasma. The two-
fluid waves, which are launched from the bottom of the chromosphere, are excited by a localized pulse in the horizontal 
components of ion and neutral velocities. 
Results. The impulsively generated two-fluid waves propagate through the chromosphere, with their amplitude increasing due 
to pressure scale-height. In the middle and top chromosphere, a substantial amount of energy carried by large amplitude two-
fluid waves is dissipated in ion-neutral collisions, resulting in temperature increase, and plasma outflows are generated. 
Conclusions. In conclusion, large amplitude two-fluid waves may be responsible for heating the chromosphere, which higher 
up may contribute to the origin of the solar wind, and a net vertical ion flow is directed outward, leading to plasma outflows in 
the low solar corona. 
Key words. Sun: Chromosphere - Sun: Activity - Sun: Transition region - Methods: Numerical   
           

                                                                                                              

Fig. 1: Sprofiles of ion temperature (color map), expressed in Kelvins, and ion velocity (arrows) at  
t = 150s for Bz = 0 Gs. 
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High-purity semiconducting single-walled 
carbon nanotubes (s-SWCNTs) are of 
paramount significance for the fabrication 
of high-performance electronics. Here, we 
present continuous production of high-
purity, long, and isolated s-SWCNTs by 
gas-phase synthesis, retaining the pristine 
morphologies of as-synthesized 
nanotubes. The purity of as-produced s-
SWCNTs with a mean length of 15.2 μm 
can reach 98% as determined by the 
optical absorption spectrum. The 
overpressure in the reactor and methanol 
were found to be the principal causes of the 
enrichment of s-SWCNTs. The mechanism 
of gas-phase synthesis of s-SWCNTs was 
also explored with in-situ infrared 
spectrometer and aerosol electrometer, indicating that the s-SWCNTs are more negatively charged, and oxygen-contained 
species play critical roles in s-SWCNT synthesis. Through the demonstration of field-effect transistors, the s-SWCNTs exhibit 
a high mean charge carrier mobility of 485.3 cm2 V-1 s-1 which is 2.4 times higher than that of the transistors fabricated with 
high-quality solution-processed SWCNTs. Our study represents an important step towards the scalable production of clean, long, 
and isolated s-SWCNTs with high purity and narrow bandgap distribution.[1] 
 
 
 
 
 
 
 
 
 
 
 
 

The barometric pressure was found to be able to modulate the purity of as-synthesized s-SWCNTs. We hypothesize that this 
arises because overpressure promotes the growth of s-SWCNTs with specific chiral indices by lowering their nucleation barriers 
and accelerating the formation of corresponding carbon caps,[2] or by producing catalyst particles with more even morphology 
and/or structure distribution.[3,4] Theoretical calculations have predicted that large-chiral angle SWCNTs need lower activation 
energies for cap formation compared to those with smaller chiral angles.[5,6] It has also been reported that higher pressure inside 
the reaction system favours the growth of SWCNTs with specific chiral indices, narrowing either the chirality distribution[2] or 
the diameter distribution.[7] In our work, a few low absorption peaks can be found in the S11 region of the spectrum labelled with 
0 kPa. Whereas other spectra present a sharp and dominant peak in the S11 region while the neighbouring absorption peaks are 
suppressed, revealing the enrichment of s-SWCNTs with certain chiral indices and narrow chirality distributions.  
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Figure 1. (a)The schematics of the floating catalyst chemical vapor deposition reactor for 
the synthesis of s-SWCNTs. (b) Highly enriched s-SWCNT film[1] 
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Figure 2. Optical characterizations of the effect of barometric pressure inside the quartz tube on the purity of s-SWCNTs. 
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1T-phase metallic tantalum disulfide TaS2 is one of the most frequently investigated two-dimensional (2D) materials due to its 
exotic states introduced by the collective electronic phases [1]. The phase of 1T-TaS2 is characterized by charge density wave 
(CDW) that is coupled with periodic lattice distortion, which turns out to be commensurate with the crystal lattice and shows a 
metal-to-insulator phase transition without significant Fermi surface nesting [2]. Although the phase transition has been studied 
by various methods (e.g., Raman spectroscopy), a detailed study on photoluminescence (PL) of metallic 1T-TaS2 is still lacking. 
Here we study the temperature-dependent PL of few-layer mechanically exfoliated 1T-TaS2 deposited on a SiO2/Si-substrate. 
 

Figure 1(a) shows a schematic of the experimental setup for Raman and PL spectroscopies, the excitation wave is a CW 
laser with a wavelength of 532 nm. The inset in Fig. 1(a) is the optical image of a few-layer 1T-TaS2 without the wrap of 
hexagonal boron nitride (hBN). The power used for Raman and PL measurement is 0.741 mW 4.78 mW, respectively. The 
temperature during the investigation is precisely controlled in the range of 83K to 283K with a step of 20 K. Figure 1(b) shows 
the temperature-dependent Raman spectra from few-layer TaS2 encapsulated with a top hBN as the protection layer, which is 
fabricated in the isolated condition. It is obvious that one peak disappears when the temperature increases from 83 K to 143 K, 
which is associated with phase transition due to lattice distortion [3, 4]. Note that the main peak at 71 cm-1 shows a small red 
shift. Figure 1(c) shows the temperature-dependent PL of 1T-phase metallic TaS2. As the temperature increases from 83 K to 
263 K, the PL intensity decreases first and then increases. However, when the temperature goes up to 283 K, the PL intensity 
goes down a lot.  
 

 
Figure 1. Temperature-dependent Photoluminescence (PL) and Raman spectra of few-layer 1T-TaS2. (a) Schematic 
Experiment setup for the PL and Raman measurement, the inset is the optical image of 1T-TaS2 without the hBN encapsulation. 
(b) Temperature-dependent Raman spectra of the 1T-TaS2. (c) Temperature-dependent PL spectra of the 1T-TaS2. 
 

In conclusion, we studied the temperature-dependent PL and Raman characteristics of 1T-phase metallic TaS2. To 
minimize the influence of defects and impurities on the PL measurements, we fabricated the sample with a protective hBN layer 
in isolated conditions. From the Raman spectra, it is justified to attribute the PL signal below 143 K to the 2H-phase TaS2, which 
has been reported due to the photon excited electron radiation [5]. The explanation for the PL signal above 143 K needs further 
investigation, where the 1T-phase TaS2 is a metal. The exploration shown here may cause interest in the study of phonon energy, 
exciton recombination, and electron-phonon interaction in different 2D-CDWs [6, 7].  
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Sensitivity of rt-TDDFT electronic stopping calculations in semiconductor crystals
with plane-wave pseudopotentials.
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The development of a model that includes electronic energy losses in a molecular dynamics formalism for carrying out large scale

radiation damage simulations is an active research area [1]. To provide meaningful insights, in particular for the high-energy

electronic stopping regime, we investigate the significance of simulations of electronic energy losses in silicon and germanium

using the ab-initio rt-TDDFT technique with plane-wave pseudopotentials [2].

We characterize the effect of increasing the number of explicit electrons on both projectile and target atoms and determine the

regions where a higher number of electrons is needed in terms of the projectile path, its kinetic energy, and its impact parameter

with target atoms. We want to provide a complete picture of how to obtain high fidelity predictions of instantaneous electronic

energy losses in semiconductor crystals, without the expense of explicitly considering all the electrons in the system.
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Under Wentzel–Kramers–Brillouin (WKB) approximation, a magnetohydrodynamic (MHD) wave propagates in a static back-

ground plasma conserving its frequency and refracting under the laws of geometric optics. Alfvén waves have the property

that their group velocity is directed along the magnetic field and the refraction of the wave vector is towards the lower values

of the Alfvén speed. MHD wave spectra in magnetized plasmas determine the transport parameters of energetic charged parti-

cles [Schlickeiser 1989], which are an important element of solar eruptions like solar flares and coronal mass ejections. Thus,

modeling wave evolution is important in self-consistent particle acceleration modeling.

The model presented solves the spectral energy density of waves efficiently using a diffusionless semi-Lagrangian scheme.

The model can be used to solve for different kinds of wave evolution scenarios, including, e.g., wave-wave interactions and

spatially and temporally variable magnetic fields and plasma parameters.

As an example, we present a model for wave evolution in a coronal loop. Coronal loops are closed magnetic field structures in

the solar atmosphere, filled with dense plasma. They vary greatly in lengths ranging from tens to tens of thousands of kilometers,

or even further. Loops are important in many regions of the corona, including the active regions where the solar active phenomena,

such as flares, are hosted. In the case of a closed field line, both ends of the field line can inject waves into the system. This

leads us to a situation where counter-propagating waves are present. Thus, wave-wave interactions between counter-propagating

waves become a topic of investigation to find out how the spectral energy density of the waves is evolving beyond the WKB

approximation.

To the lowest order, i.e., under the weak turbulence approximation, wave-wave interactions can be treated as three-wave

interactions, where two waves either coalesce to produce a single wave or a single wave decays to produce two waves. We

consider the effects of three-wave interactions on Alfvén wave spectra on a closed magnetic field line. The spectra are then used

to evaluate the transport parameters of energetic particles in a coronal loop. The wave-wave interaction model and results were

discussed in detail in Nyberg & Vainio [2022].

Additionally, we’ll shortly discuss applications in models of particle acceleration in coronal shocks to solve for global particle

transport parameters.
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Spray-based flame synthesis methods are cost-effective and scalable methods of generating nanoparticles, mostly oxides, for both
industrial and research purposes. The method is based on spraying a liquid precursor into the flame, where it then enters the gas
phase and later condenses into particles. The highly turbulent flame itself is sustained with separate hydrogen and oxygen gas
feeds. It is possible to fine-tune the end-product by varying the process parameters empirically, but the specifics depend upon the
associated process pathways that are largely unknown. [1]

In this work, we study optical fiber fabrication using a flame-based synthesis method called direct nanoparticle deposition
(DND) [2]. Spatially varying optical emission spectroscopy (OES) measurements are conducted on the flame with varying
compositions to gain insight into the associated flame dynamics, aerosol processes and the evolution of the chemical composition.
The flame consists of multiple different components, such as chemical precursors and product particles, in various phases. The
spectrum, shown in Figure 1 on the right, shows the line peaks corresponding to the chemicals in the gas phase, as well as
the black body radiation arising from the formed particles. Spectra are captured at different positions, which allows one to
determine the evolution of the aforementioned features. In addition to this, a high speed camera with different filters is used
to gain information about the spatial distribution of the flame at specific wavelength regions. This is seen in Figure 1 on the
left. Size and material dependent calculations are used to model the optical properties of the nanoparticle to study the broadband
radiation and to gain information about the particles.

Figure 1: Left: Image of the flame without a filter with 50µs shutter speed. Right: Emission spectrum measured at a distance
of 95 mm from the start of the flame. Black body radiation due to silica nanoparticles is visible, as well as the (0,0) and (1,0)
vibration bands of the OH-molecule.

Although flame-based synthesis methods have been in use for a long time, research focusing on the process pathways of spray-
based flame synthesis methods is still ongoing [3]. In 2022, Lalanne, et al. [4] reported on the particle formation of iron oxide
particles. Silica was chosen as a baseline for this study, as it is an important material in technological applications, such as fiber
optics. A very limited amount of studies have been conducted towards silica-based flame via OES or the optical properties of
silica at high temperatures in general. This study allows for a better understanding of the flame details and aids in the development
of in-situ monitoring for flame-based industrial purposes.
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High entropy alloy, or multi-principal element alloy, have gained particularly strong research interest in recent decades [1-2]. 
In this work, we have applied in-situ positron annihilation lifetime measurements [3] to characterize particle irradiation-
induced mono-vacancy defects in equi-atomic WMoTaVNb refractory high entropy alloy at cryogenic temperatures. 
Isochronal annealing started from 40 K up to 850 K were carried out in order to understanding the evolution and recovery 
characteristics of mono-vacancies in the samples. We find the mono-vacancy migration is activated with the annealing 
temperature over 600 K.  A widely recovery stage of irradiation-induced damage has been obtained with the annealing 
temperature 600 – 750 K, which suggests a wide distribution of vacancy migration barriers in the random alloy. On the other 
hand, vacancy clustering has been observed by increasing the annealing temperature owing to the lattice distortion and 
chemical complexity, which suppression the long-range diffusion of vacancy defects. 
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Capillary interaction driven ordering of multiwalled carbon nanotubes at the air-water interface
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The anisotropy of small particles has very apparent consequences for how capillary forces affect their ordering at fluid interfaces
[1]. Particles that are called “small” in this context, usually mean such that buoyancy forces are negligible, less than 10 mm.
Carbon nanomaterials, fullerenes, nanotubes, and graphene, have in this particular field had a rather modest role, compared with
their impact elsewhere. However, especially the micron scale carbon nanotubes, that are either single wall nanotubes (SWNT)
or multiwall nanotubes (MWNT), should be of interest, not least due to the superior aspect ratio and stiffness. Intrinsically, they
are starkly hydrophobic.

We have investigated experimentally the ordering of multiwalled carbon nanotubes (MWNT) induced by capillary forces
at the air-water interface [2]. The arc-discharge synthesized MWNTs had typical dimensions with diameters of around 10 nm
and lengths at around 1 m, and were of high quality, but were mixed with graphitic impurity particles in the 10 – 100 nm size
range [3]. The experiments were conducted with a special technique that distributed the hydrophobic MWNT material on a
spreading water droplet [4]. We observed chain-like structures of end-to-end ordered MWNTs with the graphitic impurity
particles attached to the tubes and attachment of chain ends to the contact line. We analyze this ordering as a result of the capillary
interaction between the tubes and that resulting from the curvature of the droplet surface. The drying process displayed
similarities with the well-known coffee ring effect. The MWNT chain structures survived the drying of the droplet and could be
inspected with SEM, as shown in Fig. 1.
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Figure 1. SEM images of the MWNT material before (a) and after (b) the experiment. (a) Typical deposition of the spin-coated MWNT
material on a Si chip. Besides MWNTs, there is plenty of graphitic amorphous carbon particles (ACP). (b) Part of an MWNT chain after
redeposition from the water droplet used in the experiment.  Scale bar 1 m.
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Nitrogen vacancy centers (NV-) in diamond are promising candidates for qubits due to the stability and longevity of their 
quantum states. The states can also be entangled in multiple ways for building quantum networks. These defects can be 
produced in nitrogen-doped diamonds using ion beam techniques, but the formation mechanism is not yet well understood. 
Typically, the samples are first irradiated with keV ions and must be subsequently annealed to form the centers [1]. Recently, it 
was observed that when the irradiation is performed at GeV energy instead, NV- centers form in the beam direction along a 
well-defined chain without annealing [2]. This observation makes high energy ions potentially useful for manufacturing the 
defects and provides insights into their formation mechanism. We have studied both energy regimes using molecular dynamics 
simulations. Preliminary results suggest that the difference can be explained in terms of the vacancy formation and diffusion 
behaviours at the different energy regimes. 
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Unlike larger scales, the Paschen’s law fails to predict the electrical breakdown when the gap between electrodes is smaller 
than ~5μm [1,2]. Over the past three decades, there has been a growing interest in research on electrical breakdown at micro-
scales or even smaller scales, i.e. when the distance between the electrodes is smaller than 10 μm. The interest is fuelled by two 
different communities with opposite aims. From the standpoint of the microelectromechanical systems (MEMS) community, 
the electrical breakdown is an undesirable phenomenon which has to be avoided. The reason is that due to ever-decreasing size 
of MEMS systems (dealing with micro- and nanoscale dimensions), many new electrical equipment is prone to damage by 
electrical breakdown and micro-discharge between biased parts at microscale distances. In contrast, in the plasma research 
community, the aim is to generate and facilitate breakdown and thus enhance plasmas at microscales. Moreover, micro-
discharge is extensively used in many fields as diverse as chemical analysis, biomedical processes, and surface patterning for 
nanomaterials. Therefore, regardless of the aim, understanding and providing a means of control over the breakdown process at 
microscales are of great significance in numerous applications.   
 
We have performed experimental work to assess the effect of surface wettability of electrodes in presence of humidity on the 
process of electrical breakdown at different distances between the electrodes (0.1, 0.2, 0.3, 0,4, 0.5, 1.0, 2.0, 3.0, 4.0 and 5.0 
μm). In our work, in line with the results available in literature, it is observed that the Paschen’s law cannot be applied for 
these range of distances between the electrodes. We have shown that humidity considerably decreases the voltage required for 
the breakdown process for micro and nano-scale gaps. Moreover, for the first time, we have shown that by changing the 
hydrophobicity of the elected surface, it is possible to control (decrease/increase) the voltage required for the breakdown of air.  

 
Table 1. The voltage required for electrical breakdown at different distances between electrodes and electrode surface treatment in terms 
of wettability, RH stands for the relative humidity.  
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Tuned, reversible, interfacial adhesion is crucial for hydrogel-related device development. Despite the remarkable progress in 

controlling the interfacial adhesion in water-containing materials, strong and quick adhesion combined with easy removal still 

poses a challenge. In this work, we demonstrate resilient crosslinked hydrogels with light-triggered strong self-adhesion and 

time-dependent debonding. A swollen hydrogel containing gold nanoparticles achieves quick phase transition-induced interfacial 

adhesion, where the irradiation precisely controls local polymer entanglement and interactions. The adhesion strength is time-

dependent and decreases with time, decreasing to 0% in 24 hours. With a dehydration-based polymer entanglement mechanism, 

the dominant role of water in controlling adhesion is further revealed in measurements. The proposed mechanism, manifesting 

in facile, efficient, and light-programmable hydrogel adhesion, can be applied to various fields like soft robotics, biomedical, 

and flexible electronics. 

 
Figure 1: The phenomenon shown in four steps. First two parts, second irradiation of the interface, third the adhesion and pulling, fourth 
splitting of the sample after 7 hours. 

 

 



*Corresponding author: jani.m.taskinen@aalto.fi 
†Corresponding author: paivi.torma@aalto.fi 
 

Measurement of the Quantum Geometry Tensor in a Plasmonic Lattice 
 

Javier Cuerda, Jani M. Taskinen*, Nicki Källman, Jan L. Herrmann, Päivi Törmä† 
Department of Applied Physics, Aalto University School of Science, Aalto FI-00076, Finland 

 
 
Topologically protected modes in the field of Photonics enable fundamentally new types of optical applications which 
circumvent fabrication defects and may feature unidirectional propagation, in diverse platforms such as arrays of helical 
waveguides [1] and photonic crystals [2]. An important tool in the description of these topological systems is the quantum 
geometric tensor (QGT) which contains the quantum metric as the real part and the Berry curvature as the imaginary part. The 
QGT characterizes the Hamiltonian eigenstate structure, and it is crucially connected to an increasing number of topology-related 
phenomena, including superfluidity in flat bands [3]. 
 
Measurements of the QGT have been performed in several systems such as microcavities [4] or nitrogen-vacancy centers in 
diamond [5]. Plasmonic lattices also represent an attractive platform for topological studies as they support protected bound 
states in continuum [6] and polarization textures [7]. They sustain electromagnetic modes called surface lattice resonances 
(SLRs) that emerge from the long-range radiative interactions provided by the diffraction orders of the lattice, which mediate 
between the localized resonances of individual nanoparticles. The description of SLRs goes well beyond tight binding 
approximations, opening an intriguing new regime for studies on topological photonics.  
 
Here we present measurements of the QGT in a plasmonic lattice, showing novel non-trivial topological features that result from 
time-reversal symmetry breaking. We confirm these results with extensive numerical simulations and a simplified lattice model, 
concluding that the observed effects emerge from the interplay of polarization-dependent properties of SLR bands and the unique 
mode structure ruled by long-range radiative interactions [8]. Owing to the ease of nanofabrication and flexible design of 
plasmonic lattices, we expect these phenomena to extend to multiple lattice geometries, exotic particle shapes and arrangements, 
and magnetic materials.  
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The solar wind, the continuous flow of plasma from the Sun into the heliosphere, contains velocity and magnetic field fluctuations 
on a wide range of scales. The properties of these fluctuations are consistent with the presence of a turbulence cascade. 
Turbulence is a fundamental process that transfers energy from large energy-injection scales to successively smaller scales 
through a cascade of eddies, until a scale is reached where energy is lost to particle heating. 
 
Turbulence in the solar wind results from the nonlinear interaction between Alfvénic fluctuations propagating toward and away 
from the Sun. Most of the fluctuations propagate away from the Sun, with the minority sunward component being generated 
locally. One candidate source for the sunward fluctuations is velocity shear, which refers to the interaction that occurs between 
two layers of plasma that flow parallel to each other but at different speeds. 
 
Coronal mass ejections (CMEs) are large-scale eruptions of plasma entrained in a magnetic field. They are launched from the 
solar corona, and from there they propagate into interplanetary space along with the solar wind. If a CME travels faster than the 
surrounding solar wind plasma, it drives a shock wave ahead of it. The turbulent region between the shock and the CME itself is 
known as the sheath region. CMEs and the solar wind disturbances they generate are the major cause of ‘space weather’, which 
encompasses the range of potentially harmful effects at Earth, such as damage to satellites and power grids. 
 
We have conducted a statistical study of the link between velocity shear and turbulence in 74 CME-driven sheath regions 
observed by the Wind spacecraft near Earth. Sheaths were studied, because they provide an excellent natural particle laboratory 
to study turbulence and its evolution, and they also contain more velocity shears than the solar wind in general. We investigated 
how the imbalance between counterpropagating fluctuations is modified by the presence of shear regions. Our results show that 
strong shears are associated with increased balance between fluctuations propagating sunward and antisunward, and therefore 
they may play a role in the local generation of turbulence in the solar wind. 
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Coherence Scanning Interferometry (CSI) is a non-contact diffraction limited technique for three-dimensional (3D) surface 
characterization with angstrom-scale vertical resolution. To enhance the lateral resolution of CSI based devices micro-
components like microspheres and fibres can be used [1,2]. In this way an apparatus for 3D imaging with nanometre vertical 
resolution and lateral resolution better than 100 nm could be designed.  
 
In this work, we used two-photon polymerization (2PP) 3D-printed microspheres as a photonics nanojet (PNJ) generating 
structure. Since 2PP enables true 3D processing of photoresists at the microscale with sub-100 nm resolution, it is possible to 
print highly complex structures without compromises to their geometry [3]. We modelled imaging properties of different PNJ 
generating structures using an open-source software and manufactured three versions of them using photoresists with different 
refractive indices (see Fig. 1).  

 
To test the components, we used a custom-made coherence scanning interferometer and imaged a sample with sinusoidal 
structure having a period of 280 nm. These first results are showing capability of new PNJ generating structures in combination 
with CSI device to image structures with a lateral resolution better than 100 nm (see Fig. 2).    
 

 

3D printing by 2PP provides a high potential for mass-production of PNJ generating structures with complex shape due to its 
simple sample processing that does not require any vacuum or harsh chemicals and cleanroom environment. It also allows the 
PNJ generating structures to be manufactured with an integrated mounting solution. This will allow increasing of working 
distance and field of view of the next generation 3D super-resolution imaging systems. 
 
References 
 
[1] I. Kassamakov, S. Lecler, A. Nolvi, A. Leong-Hoi, P. Montgomery, E. Hæggström, Sci. Rep. 7, 3683 (2017). 
[2] A. Nolvi, I. Laidmäe, G. Maconi, J. Heinämäki, E. Hæggström, I. Kassamakov, Proc. SPIE 10539, 1053912-1 (2018). 
[3] M. Farsari, B. Chichkov, Nature Photon. 3, 450 (2009). 

Figure 1. 3D printed photonic nanojet generating structure using two photon polymerization process. Diameter of the microsphere is 20 µm. 

Figure 2. 3D image of a sinusoidal structure with a period of 280 nm.  
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Interplanetary coronal mass ejections (ICMEs) are vast eruptions of plasma from the Sun that propagate into the solar system.  
Like the solar wind, ICMEs contain fluctuating magnetic and velocity fields, with most fluctuation power at fluid scales 
residing in the Alfvén mode.  The non-linear interaction of these Alfvénic fluctuations counter-propagating along the magnetic 
field drives a turbulent cascade in the plasma.  The exact nature of the turbulence is partly determined by the degree to which 
the counter-propagating Alfvénic fluxes are balanced or imbalanced.  From analysis of 226 ICMEs observed by the Wind 
spacecraft near Earth during 1995 – 2015 [1], we find that Alfvénic fluxes in ICME plasma are systematically more balanced 
than in the solar wind, which typically shows a strong anti-sunward imbalance.  Superposed epoch profiles reveal that fluxes 
tend to be more balanced at the ICME front, with balance decreasing towards the ICME rear.  Potential origins of the balanced 
state within ICMEs include the closed-loop magnetic field structure often found in ICMEs (contrasting with the open field of 
the solar wind) and strong ICME-solar wind interactions in interplanetary space. 
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Black carbon (BC), also known as elemental carbon (EC) and soot, forms in incomplete combustion (including e.g. engines, 
burning devices in households and power plants). Atmospheric black carbon has adverse impacts to air quality, health and climate 
change [1] Due to urgent need to combat against climate change, all means to prevent and reduce the temperature increase and 
adverse impacts of climate change are currently sought after. Furthermore, WHO recently recommended cities to start 
systematical measurements of BC in urban areas to gain more information about spatial and temporal variation of BC and to 
reduce the uncertainties related to impacts of BC.  
 
Current  devices used in black carbon measurements are not optimal in many respects – they are based on different indirect 
measurement techniques (optical, thermal, photoacoustic etc) mostly developed in the 1970’s, and their sensitivity and accuracy 
are often compromised [1]. Furthermore, calibration techniques for these instruments are missing and results are not traceable. 
In addition, the measurement methods used in ambient monitoring are based on collecting the BC on filter substrate, thus needing 
frequent manual filter change and being vulnerable to artifacts related to filter collections.   
 
Recentlly, we have developed a more sensitive instrument for BC measurements that is based on cantilever enhanced 
photodetector (CEPAS) and has a noise equivalent absorption of 0.013 Mm-1 [2].  The benefits of the developed novel CEPAS 
BC measurement technique include: 
 
1) Photoacoustic spectroscopy is a direct method for measuring optical absorption and thus its validity in particle measurements 
is not hindered by the typical uncertainty factors present in filter-based instrument. 
2) improved sensitivity enables measurement of BC in clean areas 
3) possibility to add different wavelenghts enables detection of other absorbing compounds such as BrC 
4) possibility to miniaturize enables development of sensor type instrument.  
 
Currently, laboratory tests are ongoing and outdoor tests for novel CEPAS instrument are planned. The aim is to compare the 
results of CEPAS to established methods such as Aethalometer and MAAP results as well as to sensor grade BC instruments in 
order to gain information about the possible issues related to field measurements.  
  
We gratefully acknowledge proof-of-concept funding from Jane and Aatos Erkko Foundation for this instrument development.  
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Urbanization is one of the global megatrends of our time. Around 55% of world’s population lives in cities, with this projected 
to rise to 68% by 2050 [1]. The trend is similar in Finland too, where approximately 70% of the population now lives in urban 
areas [2].  
 
Cities form complex environments with human-made materials, large structures, busy traffic, and industrial activities which 
generate or modify exposure to anthropogenic hazards such as air pollution, noise, and heat. These hazards can have negative 
health effects. For example, air pollution is estimated to contribute to around 7 million excess deaths globally each year [3], 
while traffic-related noise in Western Europe alone leads to loss of a million healthy years of life annually [4]. Global 
warming, heat waves and overheated housing pose sever health problems and loss of productivity; for example, the heatwave 
in 2018 has been estimated to cause 380 premature deaths in Finland alone [5]. Thus, there is a growing need to tackle these 
issues and ensure healthy and comfortable living environment for the residents in the cities.  
 
A physics-based understanding of these phenomena can enable us to monitor, model, and design urban spaces to the urban 
environment. Urban physics seeks to deliver the knowledge and understanding on how to design healthy, comfortable, and 
energy efficient urban environments. While many of the disciplines related to these phenomena are well established (for 
example physics, environmental chemistry, aerodynamics, meteorology, and statistics), the first scientific publications 
referring to urban physics appear relatively recently, around the turn of the 2010s. An early paper by Blocken defined urban 
physics as “the science and engineering of physical processes in urban areas” [6], and aims to study phenomena such as air 
quality, thermal conditions, wind and energy from the perspective of urbanization and urban development. It spans a range of 
spatial different scales [6]. The human-scale concentrates on models of individuals and their interaction with the surrounding 
environments, both indoor and outdoor, for example the individual exposure to harmful air pollution and heat. At the Building-
scale, building physics can evaluate issues such as indoor environmental quality and energy efficiency. The microscale 
approach studies the environmental conditions at the neighborhood-level (~1 km), where measurements and microclimate 
models provide insights how buildings, urbans structures, and human activities interact. At the larger mesoscale (10-1000 km), 
the climate conditions in urban areas and their surroundings can be modeled.  
 
Physics therefore has a valuable role in understanding how to design our cities to be healthy, comfortable, and energy efficient 
for everyone now and in future climate, urban planning, and energetic scenarios. In Finland the first Urban physics research 
group [7] was established in 2022 at Tampere University under the faculty of Built Environment and in close connection to 
PROFI 6 Sustainable Transformations of Urban Environments (STUE) Research Platform [8]. This new research group will 
link existing research expertise on Building Physics, urban planning, and sustainable housing to help grow our knowledge on 
healthy and climate-resilient future cities in Finland and worldwide. 
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Many-Body Green’s Function Theory Beyond the Born-Oppenheimer
Approximation
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Fig. 1: Lowest order approximation for the electronic Green’s function beyond the Born-Oppenheimer approximation.

The Born-Oppenheimer (BO) approximation is central to our understanding about the many-body quantum mechanical systems
composed of electrons and nuclei. Its validity can be justified by the rather large mass difference between the electrons and nuclei.
There are, however, systems in which the BO approximation is compromised and beyond-BO methods are needed. Examples of
such systems are various molecules with conical intersections [1] and possibly the recently discovered superconductive hydrides
[2].

To describe such materials, we have developed an exact many-body Green’s function theory of electrons and nuclei beyond
the BO approximation [3]. With this theory, we can compute the exact observables of any system that can be described by
the many-body Hamiltonian comprising kinetic energies and Coulomb potential. However, the implementation of this theory is
challenging as the Green’s functions involved are defined with respect to the states that belong to the full electron-nuclei Hilbert
space. In our recent work [4], to overcome these difficulties, we combine the exact factorization of the wave function [5] and our
exact many-body Green’s function theory. We obtain the exact expansions of the electron and nuclear Green’s functions written
in terms of exact factorized states and the BO Green’s function theory follows as the lowest order special case of our approach.
The lowest order terms of the exact factorized Green’s function theory provide a computationally accessible tool for obtaining
the properties of materials without imposing the BO approximation.

In this talk, we give an overview of our theory [3] and discuss the recent developments [4], where the beyond-BO many-body
Green’s function approach is combined with the exact factorization.
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Many beyond the Standard Model theories involve a first order electroweak phase transition. The phase transition from the

metastable minimum to the true stable minimum nucleates a bubble in the stable minimum. The phase transition spreads as

these bubbles expand, causing the field to oscillate when the bubbles collide. These phase transitions and the fluctuating field are

presumed to contribute to the gravitational wave background, which could be measured with future gravitational wave detectors.

We look into the effects the background quantum or thermal fluctuations have on the field evolution during the phase transition

in O(N) scalar field theory. We assume that the bubbles are in a vacuum, meaning that the field does not couple to thermal plasma.

Specifically, we numerically simulate two colliding bubbles nucleated on top of the background fluctuation, with the field being

a N-dimensional vector in the O(N) group. As the two bubble collision has O(2,1) symmetry, this system can be examined in

cylindrical coordinates, lowering the number of simulated spatial dimensions. At this stage the research focuses on the behaviour

of the O(N) bubble collisions with the fluctuations, later continuing to the examination of the gravitational wave spectrum

originating from the field dynamics.
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Multiply-resonant Waveguide Gratings for Enhanced Second-harmonic Generation
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Recent progress in fabrication of low-loss waveguiding structures on complementary metal–oxide–semiconductor (CMOS) com-
patible material platforms is enabling new applications for integrated photonic circuits. Silicon nitride (SiN) has emerged as a
prominent material for nonlinear integrated photonics due to its broad transparency window, high refractive index, lower material
losses, and strong third-order optical nonlinearities [1]. The recently found strong effective quadratic nonlinearities of SiN are
furthermore extending its potential. For example, three-wave mixing processes could transfer generated frequency combs to new
wavelength regimes, e.g. enabling self-referencing of combs [2,3]. Here, we numerically investigate how a resonant waveguide
grating (RWG) with multiple resonances can be used to achieve better conversion efficiency in second-harmonic generation
(SHG) via a better spatial overlap of the guided modes at the fundamental and the second-harmonic wavelengths.

The studied RWG comprises of a SiO2 substrate, guiding layer (SiN), and a SiN grating layer (Fig. 1a). The grating layer
consists of a rectangular lattice of L-shaped protrusions with dimensions shown in Fig. 1a, that enable coupling of incident
radiation into multiple high quality factor (Q-factor) resonant (leaky) modes [4]. We optimized the dimensions of the L-shape
simultaneously with the grating periods px and py along x- and y-directions, respectively, to match the spectral peak positions
associated with the guided-mode resonances with the fundamental and the second-harmonic wavelengths. Moreover, the mirror-
asymmetric (in-plane) unit cell favors SHG.
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Fig. 1 (a) Schematic of the unit cell where px = 404 nm, py = 780 nm, hwg = 300 nm, hg = 100 nm, w1 = 200 nm, w2 = 50 nm, and l = 600 nm.
(b) Reflectance spectrum highlighting two resonances at l1 = 600 nm and l2 = 1200 nm. (c) y-component of the electric field near the second-
harmonic wavelength l1 and (d) the pump wavelength l2. Fields are scaled with respect to amplitude of incident field.

Simulated reflectance spectrum (COMSOL Multiphysics) for normally incident y-polarized light demonstrates existence of
several high Q-factor resonances (Fig. 1b), such as a resonance near the wavelength l1 = 600 nm (SHG) and near the l2 =
1200 nm (pump). The estimated Q-factors of these peaks are Q1 = 230 and Q2 = 4000, respectively. The lower Q-factor
value of Q1 was chosen to provide some tolerance in experiments mostly arising from fabrication imperfections. The local-
field distributions of the resonant modes are shown in Fig. 1c and 1d, which demonstrate the capability to couple two freely
propagating plane wave modes at different wavelengths into the (leaky) slab waveguide modes (and vice versa). In addition, the
estimated local-field enhancement factors near l1 and l2 are 13 and 60, respectively, suggesting potential for a dramatic SHG
enhancement factor of 6⇥104. In future, we plan to fabricate the designed structure and verify its capability for enhancing SHG
via multiply-resonant operation. A further investigation of how the temporal mode overlap at the pump and the SHG wavelengths
impacts the conversion efficiency of the phase-matched second-order nonlinear optical process will be conducted.
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Quantum information theory studies how quantum mechanics can be used to solve
information processing tasks. The exploitation of quantum mechanical properties can lead to
quantum information protocols being more efficient than their classical counterparts.
Continuous-Variable (CV) states offer an attractive platform for implementing various
quantum information CV protocols [1].
Cluster states are multipartite entangled CV states that have a specific square lattice structure
that are ideal logical units for quantum CV information processes [2]. In this work we
demonstrate how by exploiting coherence effects between multiple incident pumps tones, it is
possible to construct a simple cluster state by precisely controlling the phases of the pump
tones. This cluster state consists of four mutually entangled modes inside a single resonance
of a Josephson Parametric Oscillator (JPO). The entanglement properties of the generated
state are entirely contained in its 8-by-8 covariance matrix. Various entanglement measures
are applied to the covariance matrix to demonstrate that the generated state exhibits genuine
multipartite entanglement.
The experimental results are verified with numerical simulations based on the nonlinear
quantum Langevin equation, which we find are in good agreement with each other. The
methods outlined in this work can be easily expanded to a larger cluster state network. This
network can in principle be used as a universal quantum computing platform.

Figure 1: Illustrations on how modes are generated inside the parametric cavity (left) and a
covariance matrix of a cluster state (right).
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Double beta decays, both two-neutrino (2nbb ) and neutrinoless (0nbb ), have been and continue to be a hot topic in nuclear
and particle physics. Primarily the neutrinoless double beta decay draws much attention because it might define the nature of a
neutrino, whether it is a Majorana particle. This would indicate physics beyond the standard model.

In this poster, I will present the recent study [1] we made and some of the results. The strength distributions for isoscalar
and isovector transitions for double beta decay nuclei were studied. The studied nuclei compose of the double beta decay
parent-daughter pairs (76Ge, 76Se), (82Se, 82Kr), (96Zr, 96Mo), (100Mo, 100Ru), (116Cd, 116Sn), (128Te, 128Xe), (130Te, 130Xe), and
(136Xe, 136Ba). The transitions proceed from the ground state to the J = 0�,1�,2�, spin-dipole transitions, and J = 1+,2+,3+,
spin-quadrupole transitions. The calculations were made using the quasiparticle random-phase approximation (QRPA), and the
strength distributions and average energies for the excitations were obtained.

This work’s results were compared to the previous studies [2] and [3]. The results seem reasonable, compared to there,
although some differences were observed. Also, the calculated results could be compared with possible future experimental data.
These comparisons could give insight into the reliability of the used theory.
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Reaching millikelvin temperatures required for operation of quantum components requires the use of bulky and expensive
dilution refrigerators and unsustainable 3He. Cooling down such a system with total cold mass of tens of kilograms takes several
days.

What if we could cool quantum circuits on chip scale instead? Our superconducting tunnel junction based thermionic coolers
provide a means for sub-1 K refrigeration[1][2].

For superconducting tunnel junction based thermionic coolers, control of electric and thermal transport through material
interfaces is crucial for efficient operation[1][2]. We have fabricated high transparency superconductor-insulator-semiconductor
(S-Sm) tunnel junctions (Fig. 1(a)), that enable very high cooling power per unit area and are of high quality, i.e., have low
sub-gap leakage. These aspects are important for operation of practical phonon-blocked thermionic coolers[2].

We have fabricated junctions with two superconducting materials, aluminium and vanadium (Fig. 1(b)). The process can
potentially be expanded to use a number of superconducting materials, such as niobium and titanium. The use of materials
with different superconducting gaps can enable effective cooling even from higher bath temperatures, with the ultimate goal of
fabricating a platform applicable for cooling of practical quantum devices. In this communication, we will report on electronic
and thermal properties of these S-Sm tunnel junctions.

Fig. 1: Scanning electron micrographs: (a) An S-Sm tunnel junction. (b) A cross-section view of the tunnel junction prepared
by focused ion beam.
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Bayesian optimization (BO) is a machine learning method for the sample-efficient optimization of black-box functions [1]. BO
has found application in materials science in guiding the exploration of materials domains, including optimizing perovskite
properties [??]. However, sample quality remains a challenge in the experimental exploration of novel materials, because it may
vary unexpectedly. In the worst case, samples of insufficient quality can invalidate the optimization procedure, if they remain
undetected. This limits the use of highly-automated optimization loops, especially in high-dimensional materials spaces that
require more samples.

We propose a human-in-the-loop strategy to ensure sufficient sample quality during BO. Human scientists are usually good
at assessing sample quality, at least on a cursory yet often sufficient level, whereas sample quality may be hard to define unequiv-
ocally for a machine. In this work, we demonstrate that humans can be integrated into the BO loop as experts to comment on the
quality of perovskite film samples (Fig. 1). We implement human-in-the-loop BO via two approaches, data fusion and multi-task
BO. The approaches are designed to save the bandwidth of human scientists, thus the algorithm requests humans to evaluate the
quality of only certain samples during the optimization process. In this work, we simulate BO of perovskite stability (experimen-
tal data from the literature [3]) and show that our human-in-the-loop approach reduces the occurrence of invalid optimization
results. This benefit is gained already by requesting human evaluation of only 6% of the samples. Our human-in-the-loop
approach leads to more trustworthy BO and facilitates highly-automated materials design and characterization loops.

Fig. 1: Experimental Bayesian optimization of materials (i) with humans added into the loop for evaluating the quality of
synthesized samples (ii-iii). Adding humans requires a query policy (ii) and the integration (iii) of the human response into the
loop.
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To facilitate the efficient conversion of CO2 to methanol, new catalysts are required. Despite advances in high-throughput

experimental and computational materials screening, catalyst discovery is challenging because the available materials space

is vast and catalyst testing is slow and expensive. In this work, we have begun to compile a dataset of experimentally reported

catalysts and their conversion efficiencies starting from the data set by Bahri et al. [1]. Additionally, we combine the experimental

data with Magpie descriptors for the catalysts that form a set of attributes obtained from the information available from the

periodic table and are designed to approximate the chemical effects of a broad range of materials [2]. We build a random forest

model that uses the Magpie descriptor and the experimental parameters as input for each material to predict the yield of methanol.

After training the model on 100 catalytic materials, methanol yield predictions on a test set of 24 catalysts reveal an accuracy of

0.7 percentage points. The principal component analysis gives insight into how the attributes are correlated. Future work will

embed our random forest predictor into an active learning materials discovery workflow as described in Figure 1. Available data

from literature, our experimental setup and Density Functional Theory calculations will be used to create an initial dataset. The

potential catalysts predicted from the machine learning model would be tested and the experimental conditions optimized using

active learning techniques like Gaussian Processes and Bayesian Optimization. The active learning loop can add to the original

data set to further improve the catalyst design.

Fig. 1: Workflow for ML-guided discovery of catalysts for efficient CO2 conversion to methanol
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Feynman Path Integral Approach to Quantum Dynamics and Eigenstates
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Feynman path integral (PI) [1] provides a fundamental approach to quantum theory. PI is the kernel of the integral equation
for the wave function, and thus, the premise for derivation of the corresponding differential equation, the Schrödinger equation.
Furthermore, with the PI and Quantum Monte Carlo (QMC) simulations the time evolution of the wave function and stationary
eigenstates of a quantum system can be found with exact account of many-body effects.

In addition, PI approaches in imaginary time allow finite temperature in numerical Monte Carlo (PIMC) simulations of the
stationary free energy minimum quantum states [2], see demonstration for a few small atoms and molecules [3] and for their
response to external fields [4].

In this study we present a new real time PI formalism (RTPI) and its numerical realizations, which can be used to simulate
time evolution of a quantum system to find the time-dependent wave function, the ground state and excited eigenstates [5]. This
new method has passed some test cases like one-dimensional Hooke’s atom with two electrons, where the electronic correlations
are relatively strong [6]. Comparing and combining the conventional Diffusion Monte Carlo (DMC) with RTPI turns out to be a
possible relief for other QMC methods suffering from the notorious fermion sign problem (FSP).

Finally, we demonstrate one more novel and robust method based on the RTPI formalism. This approach can be called as
”Real Time Diffusion Monte Carlo”, as the Monte Carlo walkers run in real time similarly as those of the good old DMC do in
imaginary time [7].
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In quantum computing, the state preparation circuits tend to generally increase the number of CNOT gates as the number of
qubits grows larger. As two-qubit gates are significantly more susceptible to noise than the single-qubit ones, running these
circuits in physical quantum computers, where noise is present, can result in a low fidelity final state.

We studied whether approximate state-preparation circuits with fewer CNOT gates were able to provide a better fidelity in
the final state. These circuits were generated by the low-rank state preparation (LRSP) algorithm introduced by Araujo et al.[1]
and further optimized by a genetic algorithm. The genetic algorithm can account for the specific characteristics of the physical
machine in the evaluation of circuits, such as the native gate set and qubit connectivity. The goal is to find a circuit which offers
an optimal trade-off between the circuit depth (or the CNOT count) and the noise-free error in the target state in such a way that
the total error in the presence of noise is minimized. This is where a genetic algorithm may become particularly useful, as it can
perform simultaneous multi-objective optimization.

Already for a 5-qubit quantum processor with limited qubit connectivity and significant noise levels (IBM Falcon 5T), we
observe the maximal fidelity for the Haar random states is achieved by a short approximate state preparation circuit instead of the
exact preparation circuit. The genetic algorithm was able to improve on the circuits found by the LRSP algorithm in that it found
preparation circuits with the same number of CNOT gates but a higher fidelity for the output state. As a result, also the maximum
fidelity with realistic noise (implemented from the IBM Qiskit ‘FakeVigo’ backend) was significantly improved in most cases
with an average improvement of 0.0618.

Our results support the overall conclusions that (1) there is still room to improve the current state-of-the-art algorithms for
approximate state preparation, (2) the maximum fidelity for generic state preparation on a NISQ computer may be achieved by
using a shorter approximate circuit rather than the exact state preparation circuit, and (3) genetic algorithms continue to provide
a useful tool for the quantum circuit discovery and optimization, especially as the classical computing power at the disposal of
researchers increases all the time.
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Interplanetary coronal mass ejections (ICMEs) are large plasma clouds that originate from the Sun [1]. They are composed of a

large-scale flux rope and are characterized by large magnetic field magnitudes and smooth rotation of the magnetic field vector.

In addition, ICMEs have smaller fluctuation amplitudes compared to the solar wind and the preceding sheath region.

Intermittency is a common property of fluctuations in the solar wind, and it is seen as the non-Gaussian behaviour in probabil-

ity density functions (PDFs) of fluctuations [2]. Intermittency is believed to arise due to either magnetohydrodynamic turbulence

[3] or small coherent structures, like the boundaries between small flux tubes [4], that originate from the Sun. While intermit-

tency in the solar wind has been studied for a long time, the exact cause is still unclear with both theories being supported by

observations.

Intermittency has not been studied much specifically in ICMEs. This work aims at studying intermittency and its causes as

well as its radial evolution in ICMEs and at comparing its properties to the ones observed in the solar wind. Methods that are used

to study intermittency include analysing PFDs and structure functions. The present work will introduce preliminary results of a

study on intermittency in ICMEs in two example events: one ICME observed at 1 au and the other one in the inner heliosphere.
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Developing clean energy conversion devices is crucial for emission reduction resulting from the use of fossil fuels. 
Ceramic-carbonate nanocomposite fuel cell (CNFC), a hybrid of solid oxide fuel cell (SOFC) and molten carbonate 
fuel cell technologies, is an appealing energy supply innovation due to its prominent energy conversion efficiency, 
reduced working temperature (400–600 °C) and enhanced electrolyte ionic conductivity. CNFC electrodes must be 
optimized for a thinner layer with more porosity to operate at this low temperature while maintaing a high output 
power owing to the decreased ion transport losses and faster charge transfer reactions. Inkjet printing, a cost-effective, 
mask-free, and precise fabrication technique, is a promising method for designing a porous thin film for CNFCs to 
provide the desired requirements [1]. In this research, CuFe2O4, a spinel ferrite ceramic with numerous applications 
such as energy storage, catalysis, and photocatalysis, was developed and characterized with particle size analysis based 
on dynamic light scattering (DLS) theory, surface tension, and density measurements for the first time for inkjet 
printing a CNFC cathode. A DMP-2800 Dimatix material DoD inkjet printer (Fujifilm, Santa Clara, USA) with a 
piezoelectric transducer and 10 pL cartridge with 16 nozzles of 21.5 µm in diameter was used for inkjet printing. The 
CuFe2O4 ink was prepared by making a dispersion of 3.5 wt% CuFe2O4 as solid content, 0.03 wt% Ethyl Cellulose as 
dispersing agent, 20 wt% 1,5 – pentandiol as humectant/surfactant, and Terpineol as the ink medium through 
ballmilling. The average particle size (D50 = 0.879 µm) was less than 10% of the printer nozzle, which is the 
recommended particle size range for inkjet printing [1]. The printability of the ink was determined by calculating its 

Fromm parameter (Z) defined as [1]:Z =  √ρ.σ.α
η

, where ρ is the density, σ the surface tension, η the viscosity, and α 

is the characteristic length, which is usually related to the nozzle diameter. The CuFe2O4 ink showed outstanding 
jettability performance with a Z of 2.75, which is in line with the rheological requirements of a printable ink (1<Z<10) 
[1]. The ink was perfectly printed on a (LiNaK)2CO3 – Gd:CeO2 porous electrolyte to make a symmetric cell. 
Electrochemical Impedance Spectroscopy (EIS) observations at 550°C indicated that the inkjet printing reduced the 
polarization resistance by 47.69%  (from 9.647 Ω cm2  to 5.046 Ω cm2) compared to a traditional drop-cast cell (Figure 
1 (b)) due to the generation of hierarchical porous microstructure, enhancing the number of reaction sites and 
electrode’s specific surface area. It suggest that the fabrication methode can signifiantly impact the electrode’s quality 
and electrochemical performance in a CNFC. Inkjet printing, which can create a better electrolyte/electrode interface 
and triple-phase boundary length, has the potential to outperform conventional fuel cell fabrication technologies. 

 

Figure 1 – (a) Derby Diagaram for CuFe2O4 ink, (b) Comparison of the electrochemical performance of inkjet printed and drop 
cast symmetric cells by Impedance spectra at 550°C 
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Discovering relationships between materials’ microstructures and mechanical properties is a key goal of materials science. Here,

we outline a strategy exploiting Bayesian optimization to efficiently search the multidimensional space of microstructures, de-

fined here by the size distribution of precipitates (fixed impurities or inclusions acting as obstacles for dislocation motion) within

a simple two-dimensional discrete dislocation dynamics model. The aim is to design a microstructure optimizing a given me-

chanical property, e.g., maximizing the expected value of shear stress for a given strain. The problem of finding the optimal

discretized shape for a distribution involves a norm constraint, and we find that sampling the space of possible solutions should

be done in a specific way in order to avoid convergence problems. To this end, we propose a general mathematical approach that

can be used to generate trial solutions uniformly at random while enforcing an Euclidean norm constraint. Both equality and

inequality constraints are considered. A simple technique can then be used to convert between Euclidean and other Lebesgue p-

norm (the 1-norm in particular) constrained representations. Considering different dislocation-precipitate interaction potentials,

we demonstrate the convergence of the algorithm to the optimal solution and discuss its possible extensions to the more complex

and realistic case of three-dimensional dislocation systems where also the optimization of precipitate shapes could be considered.
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’t Hooft-Polyakov monopoles are a type of magnetic monopole, which can be formed in a phase transition of a Grand Unified
Higgs field in the early universe. If one of these phase transitions took place, an abundance of monopoles would have been
formed. With a standard Big Bang cosmology, a detectable number would survive to the present day. This has been called ’The
Monopole Problem’ for the unification of forces, since no observation of magnetic monopoles has ever been made. This has
historically been one of the reasons to consider inflation, since a period of inflation in the early universe dilutes the monopoles
enough to explain the lack of observation in the present.

We study the behaviour of these monopoles as a network in an expanding flat and otherwise empty universe, using a lattice
simulation with SU(2) gauge fields and a Higgs field in the adjoint representation. While the particular fields we use very
likely never filled our universe, they are the simplest way to investigate the behaviour of ’t Hooft-Polyakov monopoles. We are
interested in how the average separation of the monopoles behaves as a function of conformal time. There is some indication
that the separation should scale linearly, and we seek to confirm this. Our preliminary results show this might be the case. Linear
scaling in a non-standard cosmology would allow monopoles to annihilate with each other efficiently, and so reduce the impact
of the monopole problem for grand unification. Our lattice study is the first of its kind on this particular system, and might thus
provide new insights.
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In this work we investigate the effect of a constant, external or artificial, magnetic field B = B ẑ, on the nonlinear response of
2D Weyl materials [1]. We calculate the Landau Levels (LL) for tilted cones in 2D Weyl materials by treating the tilting in
a perturbative manner, and employ perturbation theory to calculate the tilting-induced correction to the magnetic field induced
Landau spectrum. We then calculate the induced current as a function of the tilting coefficients and extract the correspondent
nonlinear signal. Then, we analyze how changing tilting parameter affects nonlinear signal.

The Hamiltonian for a general 2D Weyl material in the presence of an external electromagnetic field (described by the vector
potential A(t)) and a gauge field (described by the U(1) gauge potential A

(g)(x) = By x̂) is given by

Ĥ =
2

Â
i=1

vi piŝi +Dŝ3 +a ·p ŝ0, (1)

Figure 1: (a) Spectrum of the nonlinear signal for different
values of tilting parameters, corresponding to a magnitude
of the magnetic field of B = 0.1T. Panels (b) and (c) depict
the individual spectrum for different values of t , namely
t = 0.0 (no tilting) and t = 0.5 respectively. We see that
tilting of a cone shifts higher harmonic of the spectrum in
higher orders.

where ŝk are Pauli matrices (with ŝ0 = I being the two-dimensional
identity matrix), a = (ax,ay) is the tilting vector, vx,y is the
(anisotropic) Fermi velocity along the x- and y-direction, respec-
tively, D is a staggered potential, which accounts for the gap be-
tween the valence and conduction bands, and p = k+(e/c)(A(t)+
A
(g)(x)) is the minimally coupled kinetic momentum, which takes

into account both the impinging electromagnetic field and the exter-
nal (or artificial) magnetic field. The Hamiltonian above can be split
into two contributions, one of which only contains the magnetic field
through the magnetic momentum pµ , and the other containing only
information about the tilt, though the parameters ax,y. At first order
in perturbation theory, the tilting only affects the eigenstates |yni
but not the redenergetics of the LL. With the light-matter Hamilto-
nian, we then cast the time-dependent Dirac equation in the follow-
ing form

i
∂
∂ t

|Y(t)i=
�
Ĥ0 + Ĥtilt + Ĥlight(t)

�
|Y(t)i. (2)

To solve it, we expand the real solution in the instantaneous eigen-
states calculated above to get the set of coupled mode equations for
the time-dependent coefficients for population of LL.

To solve these coupled mode equations, one first needs to write
down the matrix elements hy±

m
|Ĥlight(t)|y±

n
i, then solve the above

system of differential equations.
In the untilted case, selection rules only allow transitions that

obey D|n| = 1 [2], which corresponds to choosing matrix elements
of the form hy(0)

m,±|Ĥlight |y
(0)
n,±i ' d|m|,|n|+1 +d|m|,|n|�1.

The tilt in Dirac cones introduces an extra set of selection rules
for light-matter interaction, which essentially originates from the
eigenstate mixing imposed by the tilt itself. The effect of the tilt-
ing of the cones on the nonlinear signal can be seen in panel (a) of
Fig.1. Increasing the tilt of Dirac cones corresponds to a blue shift
of the harmonic spectrum. This, in turn, results in the generation of
higher harmonics, than the untilted case [see Fig. 1(c)]. It can be
seen how the blue shift of the maximum of the harmonic spectrum is
approximately linear with t . This phenomenon is a consequence of
the fact, that the kinetic momentum of an electron in the vicinity of a
tilted cone is given by p = k+(e/c)A(g) + (e/c)A. In this scenario,
the vector potential A

(g) linearly displaces the electron momentum. The action of this linear displacement, combined with the
action of the tilting on the interaction Hamiltonian, makes sure, that the blue shift experienced by the nonlinear spectrum is linear
in t .
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A phase transition in the entanglement properties of a quantum system has been studied theoretically [1], [2] and experimen-

tally [3] when the unitary dynamics of the system are interleaved with quantum measurements. These measurements tend to

reduce the entanglement generated by the unitary evolution, following a volume-law for p < pc and an area-law for p > pc,

where p is the probability of doing a projective quantum measurement and pc is the critical probability where the phase transition

occurs. The measurements here can be loosely interpreted as interaction with noisy environment. Realizing the measurement

induced phase transition experimentally is a challenge, since the phase transition is seen in the average values of entanglement,

calculated over several trajectories. In experiments one would need to produce the same trajectory several times to measure a

quantity.

In our work we have realized the quantum system as a transmon array, described by the Bose-Hubbard model [4]. We have

studied the phase transition for measurements which locally measure the boson number of a site, but also for predetermined

measurements, which we define as measurements of the local boson number followed by a unitary transformation to a prede-

termined state. The predetermined measurements were shown to be able to circumvent the post-selection. The algorithm for

numerically simulating the measurement induced phase transition is formed by the unitary evolution, which simulates the dy-

namics of the transmon array, followed by measurements, which are realized numerically by using random number generation to

make a measurement happen according to the Born’s rule. These are then repeated to generate a single trajectory of a randomly

measured transmon array. Several trajectories need to be calculated for each measurement probability p, to finally be able to see

the phase transition as a function of the measurement probability. We have studied the phase transition in detail for qubits, and

also observed it for higher dimensional systems. In our work we used the Krylov method to simulate up to 12 qubits. With our

resources simulating a longer array became unmanageable. Here the computational bottleneck is simulating the unitary evolution

of the quantum system.

In this work we are interested in studying even longer transmon arrays, with higher local dimensions. Numerically this can

be achieved by using matrix product states with the time-evolving block decimation method [5].

Fig. 1: (a) Schematic of the measurement induced phase transition. The transmon array is initially in a product state and it then

undergoes unitary evolution (blue rectangles), followed by a layer of measurements (red circles). A measurement is placed to

measure a transmon locally with the probability of p. This is repeated until a steady state is achieved, represented as the green line.

For standard measurements, the measurement is split into measurement operators, which are used to calculate the probabilities

of different measurement outcomes. These are used to produce a measurement outcome according to the Born’s rule. After

this, according to the measurement outcome the quantum state is projected and normalized. With predetermined measurements,

following the projection the outcome of the measurement is classically accessed and a specific local unitary operation is applied,

so that after the measurement the quantum state of the transmon measured is always the same. (b) Numerical results on the

observation of the measurement induced phase transition as a function of the measurement probability p. The collapse can be

seen in the entanglement for both types of measurements. For predetermined measurements, the distribution of the number of

bosons in the middle site shows information about the location of the phase transition.
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Formation of hydrated magnesium carbonate (HMC) from magnesium hydroxides is one of the promising ways for capturing 
CO2. During this HMC formation reaction, a surface passivating hydrated and carbonated product layer of MgCO3.3H2O 
precipitates onto the surface of Mg(OH)2, prohibits further contact between brucite and aqueous sources which limits the 
carbonation to proceed. One way to make the reaction more efficient is to add ligand [1], such as magnesium acetate to the 
suspension that promote the dissolution of brucite and thus increase the precipitation of HMC's. The ligand interacts with the 
carbonate sources, making them more soluble and thus prevent the formation of passivating layer. As a result, higher amount of 
brucite reacts with carbonate which is favorable for an increased carbonation. Here, we present the outcome of a synchrotron 
radiation (SR)-based scanning transmission X-ray microscopic (STXM) study, both at Mg 1s (1295-1340 eV) and O 1s (525-
560) K-edge, in order to capture the magnesium carbonate layer formed onto the surface of magnesium hydroxide particles. Our 
STXM-based NEXAS study, as presented in Fig. 1b and 1c, clearly shows the formation of one HMC phase called Nesquehonite 
upon addition of magnesium acetate ligand. Nesquehonite is the main crystalline phase of this sample, has proven binding 
properties which helps to increase the strength of magnesium carbonate cement. We also identified another phase, Brucite, as 
shown with different color compositions, which is the raw materials of our study. The microscopic image in Fig. 1a and the 
spectrum analysis of STXM helps us to identify the HMC phase very clearly, makes STXM [2] a preferred tool, for studying 
cement or nano sized materials. 
 
 

    
 

 
 
References 
 
[1] Dung, N.; Unluer, C. Carbonated MgO concrete with improved performance: The influence of temperature and hydration 
agent on hydration, carbonation and strength gain. Cement and Concrete Composites 2017, 82, 152–164. 
 
[2] Hitchcock, A. P. Soft X-ray spectromicroscopy and ptychography. Journal of Electron Spectroscopy and Related Phenomena 
2015, 200, 49–63. 
 
 
Corresponding author: md.thasfiquzzaman@oulu.fi 

Figure 2. This is the image on the homepage of the Physics Days 2023conference. Figure 1. (a) shows the particle with needle shape morphology,  whereas (b) and (c) shows the spectrum of Brucite and carbonate phase 
Nesquehonite for Mg and O K-edge respectively. 
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Deepmost understanding of material properties, beyond experimental data, can only be increased with the study of electronic

structure. At the core of the research on molecules and atoms that compose materials, lies the many-body problem of electrons.

As it is well known, it becomes increasingly complex, or outright impossible, to exactly find the wavefunction or density ma-

trix that completely describes a system larger than a single hydrogen atom. For example, the conventional method of density

functional theory (DFT) operates under the Born–Oppenheimer (BO) approximation, which means that even for the simplest of

molecules, one can only gain knowledge of the system at zero Kelvin. This, of course, is far from true for most applications,

which leads to an incomplete description of many materials.

Methods based on Feynman’s path integrals provide an exact solution to the many-body problem. Specifically, the method

known as Path Integrals Monte Carlo (PIMC) [1] utilizes the imaginary time formalism, and achieves ab initio solutions to the

many-body problem at finite temperature, in the form of the stationary state density matrix [2]. This comes at a cost of higher

computational power but provides unparalleled insight into materials.

One of the fields where PIMC could provide new insight is photonics. Path integrals have been used to compute polarizabil-

ities of small atoms and molecules at a finite temperature [3, 4]. More recently, path integral methods have been proposed as a

viable approach to design and investigate complex photonic nanostructures [5]. This has led to a more precise description of the

optical response of a material, usually given at zero Kelvin in the literature. A more accurate description of light-matter interac-

tion at the quantum level, especially in new materials like 2D or epsilon-near-zero (ENZ), will lead to a whole new generation of

nanophotonic devices.

In this poster, we aim at giving an overview of the PIMC method and its applications to photonics, the challenges it faces, its

achievements, and future prospects.
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[2] I. Kylänpää, F. Berardi, E. Räsänen, P. Garcı́a-González, C. A. Rozzi, and A. Rubio, “Stability of the Dirac cone in artificial

graphene formed in quantum wells: a computational many-electron study,” New Journal of Physics, vol. 18, p. 083014, Aug.

2016.
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Fiber optics have been of great interest since the ground-breaking discovery in the 1960s by Charles K. Kao. 
Silica-glass fibers with losses of about 0.2 dB/km have led to the fiber-optic communications, connecting millions 
of people all over the world. Silica fibers can be prepared with rare-earth ions (RE) and such active fibers can find 
uses for application like lasers, amplifiers, sensors [1]. These silica fibers are produced using different methods, 
one of them being the combination of modified chemical vapor deposition (MCVD) and solution doping 
technique.  
In recent years, effort has been focused on the development of a new generation of optical fibers based on silica 
glass matrix which contains crystals doped with rare-earth ions (RE). By adding RE doped crystals to the glass 
matrix, the site of the RE can be controlled independently of the glass composition leading to glasses with unique 
spectroscopy properties. In 2009, silica fibers, prepared with Al2O3/Er nanoparticles (NPs) using an MCVD-
compatible process, showed improved performances in terms of erbium homogeneity along the fiber length for 
standard doping levels [2]. 
Yb3+ ion is a RE of interest since it has a favorable energy level structure for high power laser amplifiers due to 
the direct excitation of the 2F5/2 level which can be efficiently achieved with high power and efficiency InGaAs 
commercial [3]. 
In this presentation, we will explain how to prepare 
YbPO4 crystals and how to incorporate them in a 
germanosilica glass matrix using MCVD. The crystals 
were embedded in the silica soot prior to the collapsing 
step. Using scanning/transmission electron microscope 
and confocal Raman microscope, it was demonstrated 
that the YbPO4 crystals survive during MCVD process 
and the drawing process with temperature more than 
2000 °C. We will show that the crystals in the fiber 
have the same composition and structure as the as-
prepared crystals. No elongation of the crystals induced 
by the drawing process was observed clearly 
demonstrating the perspectives to fabricate glass-based 
composite fibers. 
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Mixed-dimensional heterostructures which combine materials with different dimensions have emerged to expand the scope and 
functionality of van der Waals heterostructures. Here, a direct synthesis method of molybdenum disulfide/double-wall carbon 
nanotube (MoS2/DWCNT) mixed-dimensional heterostructures by sulfurating a molten salt, Na2MoO4, on a substrate covered 
with a DWCNT film is reported. The synthesized heterostructures are comprehensively characterized, and their stacking order 
is confirmed to be MoS2 under the DWCNTs, although the DWCNT film is transferred to the substrate first. Moreover, field-
effect transistors based on the heterostructure are fabricated for photodetection, and an abnormal negative photo response is 
discovered due to the strong carrier transfer in the mixed-dimensional heterostructures under light incidence. The MoS2/DWCNT 
heterostructure results provide a new approach for the synthesis and applications of mixed-dimensional heterostructures. 
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Figure 2 Cross-sectional HR-TEM images. a) Cross-sectional TEM 
image of a MoS2 flake (scale bar, 5 nm). b) Cross-sectional TEM 
image of a MoS2/DWCNT heterostructure (scale bar, 5 nm). c) 
Schematic illustration of the selected area in (b) (scale bar, 2 nm).2 

Figure 3 MoS2/DWCNT heterostructures transistors. a) Optical image of 
a typical asymmetric transistor with the black part of DWCNT film and 
the red part of MoS2 (scale bar, 10 μm). b) Schematic illustration of the 
asymmetric transistor. c) Output characteristics of the device in (a) at 
Vgs of 0 V (purple curve), −10 V (blue curve), −20 V (green curve), −30 V 
(orange curv00e), −40 V (red curve), and −50 V (black curve), 
respectively. d) transfer characteristics of the device in (a) at Vds of 1 V. 
e,f) Output and transfer characteristics of the device in a without light 
(off, black curve) and with 0.1 mW light incidence power (on, red 
curve), respectively. g) Transient photoresponse of the device in (a) 
with a light duration of 10 s. 

 

Figure 1 Schematic illustration of the growth setup and images of 
the MoS2/DWCNT heterostructures. a) Schematic illustration of the 
CVD system. b) Scanning electron microscopy (SEM) image of 
MoS2/DWCNT heterostructures (scale bar, 20 μm). c) High 
magnification SEM image of a MoS2 flake (scale bar, 2 μm). d) 
Enlarged image of the marked area in (c) (scale bar, 400 nm). 
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Material degradations caused by helium irradiation is a serious challenge in fission or fusion reactor[1].  Due to better mechanical 
properties and apparent irradiation resistance, High entropy alloys (HEAs) have drawn lots of attention in the nuclear material 
application [2]. Additive Manufacturing (AM) or 3D printing technic is a rapid fabrication method that allows for unique 
component design, it has also been used to produce HEAs [3]. However, the helium immigration behaviour in 3D printed HEAs 
is not yet clear. Thus, we conducted irradiation experiments and in-situ annealing to understand the helium bubble thermal 
evolution mechanism in 3D printed HEA. Cantor alloy is a well-studied HEA[4], which contains CrMnFeCoNi in equal atomic. 
We use arc-melted Cantor alloy, 3D printed Cantor alloy and 304 steel to conduct the experiments.  304 steel and arc-melted 
Cantor alloy was used as reference material. Before irradiation, all samples were pre-exanimated by Scanning electron 
microscopy (SEM) and Positron lifetime annihilation (PAS)[5]. We found the average positron lifetime in 3D printed Cantor is 
~8 ps larger than the arc-melted Cantor sample, which means there are more vacancy-type defects in 3D printed Cantor. All 
samples were firstly irradiated by 3 MeV Ni with fluence of 1016 ion/cm2, and then implanted by 500 KeV Helium ions with 
fluence of 5×1017 ion/cm2. All irradiation was done at room temperature. The Ni irradiation was supposed to simulate neutron 
irradiation. After irradiation, the main characterization method is in-situ transmission electronic microscopy (TEM) annealing 
up to 873K.  
 
No clear changes were found after Ni irradiation. After helium irradiation, the helium bubbles and density are similar between 
each sample. Differences appear after annealing at 873K. The arc-melted Cantor alloys have the smallest size of bubbles. In 3D 
printed Cantor, a clear helium bubble belt was observed at the irradiation damage peak area. Bubbles in 3D printed cantor alloy 
were much larger than arc-melted Cantor, even larger than 304 steel. The pre-existing vacancy-type defects in 3D printed Cantor 
act as sink sites and trap helium atoms, which can explain the helium bubbles growth. Our results suggest that 3D printed HEA 
may not be as good as arc-melted HEA when considering helium irradiation caused degradations.   
 

 
Fig,1 Arc-melted Cantor alloy:  Helium bubbles evolution during 873K 1h annealing after irradiation, TEM in-situ Bright field observation. 

 

 
Fig,2 3D printed Cantor alloy:  Helium bubbles evolution during 873K 1h annealing after irradiation, TEM in-situ Bright field observation. 
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β-Ga2O3 is an emerging direct wide bandgap (4.9 eV) semiconductor with higher figures of 
merit for power electronics than widely used GaN and SiC. Material is intended for high power 
electronic devices able to work at elevated temperatures and at high operation voltages [1]. β-
Ga2O3 has high empirical estimated critical electric field of 8 MV/cm, and the availability of 
large-area, inexpensive bulk substrates grown from the melt. It demonstrated a relatively high 
electron mobility as well as excellent thermal and chemical stability. However, beta-Ga2O3 
semiconductor has a new crystal structure in dislocation theory and its defects behavior are 
almost unknown.   

We were able to build an initial picture explaining what type of defects we are dealing with in 
monoclinic β-Ga2O3 samples with different doping (Fe, Mg and Sn dopants). These data were 
obtained at the hand of Doppler-broadening spectroscopy (DBS) in combination with Positron 
annihilation lifetime spectroscopy (PALS), which allow simultaneous temperature- and 
orientation-dependent measurements. Both methods are non-destructive and particularly well 
adapted to studying compensating acceptor-type vacancy defects [2]. The recently discovered 
unusually strong Doppler broadening signal anisotropy in beta-Ga2O3 [3, 4] not only sets 
additional restrictions and requirements for positron experiments but also creates a new 
approach for defect identification with positron annihilation without the need of defect-free 
reference samples. Thus, comparison of the obtained experimental data with the computational 
one published earlier [4] allows us to make detailed interpretations on the point defect 
distribution and exact nature of the split Ga vacancy complexes in the samples. 

In contrast to earlier experiments in n-type and undoped Ga2O3 [4], the proton irradiation was 
found to dramatically change the positron lifetime in Fe-doped Ga2O3. In addition, 3D Doppler 
experiments show that the overall anisotropy has reduced. Together, these are a clear sign that 
unrelaxed vacancy-type defects are created in the irradiation, and that the overall defect density 
before irradiation is significantly lower than in the other Ga2O3 crystals. Interestingly, initial 
data in Mg-doped Ga2O3 suggest similar behavior to n-type and undoped Ga2O3. These results 
are extremely exciting, since they make it possible for the first time to determine the nature and 
density of vacancy-type defects in Ga2O3 crystals. 
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Ultra-low frequency (ULF) waves in the Pc5 range, with periods between 150
– 600 s, play a key role in the dynamics of Earth’s magnetosphere, in
particular through their interaction with radiation belt electrons. One
important source of magnetospheric Pc5 waves are fluctuations of the
upstream solar wind parameters in the same frequency range. Pressure
variations in the solar wind are thought to result in a forced breathing
of the magnetosphere, as the magnetosphere would expand and compress in
response to the changing upstream conditions, which drives ULF waves
inside the magnetosphere. The details of the interaction of these solar
wind variations with the Earth’s bow shock and magnetosheath, their impact
on the magnetosheath plasma properties and how the fluctuations would
change before reaching the magnetopause, remain however unclear. In this
study, we investigate the influence of externally-driven density
variations in the near-Earth space using global 2D simulations performed
with the hybrid-Vlasov model Vlasiator. The new time-varying boundary
setup in Vlasiator allows us to set Pc5 periodic density pulses coming
from the upstream. The density pulses cause the breathing motion of the
bow shock, create clear stripes of variations inside the magnetosheath,
and modulate the electromagnetic ion cyclotron (EMIC) and mirror modes. We
characterize the spatial-temporal variations of waves on the simulation
plane within the magnetosheath and discuss the potential impact on the
near-Earth environment.


